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According to the embodied cognition view, activation of perceptual semantics (such as visual information
for the words “white” or “red” or tactile information for the words “warm” or “fuzzy”) should occur even in
arelatively shallow lexical decision task. While some studies found this activation, other studies did not. We
argue that minimizing the time gap between the stimuli is crucial for detecting the activation of perceptual
semantics in this task. Furthermore, we suggest that modalities should be analyzed separately due to their
possible qualitative differences. We designed two experiments addressing these points in Russian
(Experiment 1) and German (Experiment 2) languages. We selected visual, tactile, and auditory adjectives
(e.g., “white,” “warm,” and “loud,” respectively) and assessed lexical decision times for two stimuli at once
(e.g., “white + fuzzy”), thus eliminating the time gap between the two stimuli. Our analysis accounted for
word length, frequency, and shallow lexical associations between presented words. Overall, the results of
both experiments demonstrated that perceptual semantics is indeed activated even during shallow lexical
processing, such as in the lexical decision task. Importantly, in line with our predictions, the effect of
perceptual semantics was not identical across all modalities. More specifically, there was a consistent
advantage for processing visual semantics and a consistent disadvantage for processing haptic semantics.
Thus, the exact combination of semantic modalities modulates the activation of modality information. Our
results strongly support the embodied view of language semantics.
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2 PLATONOVA AND MIKLASHEVSKY

The embodied cognition approach suggests that language is
grounded in sensorimotor experiences. In other words, embodied
experiences (actions, senses, and emotions) represent the basis of
conceptual processing. According to a perceptual symbols theory
first introduced by Barsalou, activation of a concept requires a
mental simulation of that concept in its relevant modalities (e.g.,
visual, auditory, or haptic; Barsalou, 1999, 2008, 2020). Thus, from
the embodied cognition perspective, processing language partially
relies on the same sensorimotor brain areas that are responsible for
perception of real objects or performing real actions (Bergen, 2015;
Fischer & Zwaan, 2008; Hauk et al., 2004; Pecher et al., 2003; but
see Bottini et al., 2022).

The embodied view on semantics underscores the activation of
sensory modalities during lexical processing, that is, word semantics
corresponding to a particular perceptual property, such as vision,
hearing, or touch (e.g., Chen et al., 2019; Harpaintner et al., 2020;
Kiefer et al., 2008; Lynott & Connell, 2009, 2013; Lynott et al.,
2020; Miklashevsky, 2018; Speed & Majid, 2017; Ulrich et al.,
2023; van Dantzig et al., 2011; Vergallito et al., 2020; Vermeulen
et al., 2008). To illustrate, the word “white” denotes a quality
perceived through sight, and thus, its understanding should involve
visual brain areas, that is, its dominant semantic modality is visual.
Similarly, the auditory semantic modality can be illustrated by the
word “loud,” which should engage auditory brain areas during its
comprehension, that is, its dominant semantic modality is auditory.

When a semantic Modality Switch occurs (e.g., the word “white”
immediately follows the word “loud”), participants’ cognitive
resources are spent on switching attention from one semantic
modality to another, which might be reflected in slower responses to
the latter stimulus. This phenomenon is known as the linguistic
Modality Switch effect (MSE; Pecher et al., 2003). Pecher et al.
(2003) used a property verification task—a decision on whether the
property is true of a concept—to measure the MSE. In their study,
participants were presented with short phrases (e.g., “blender can be
loud”) and then asked to verify whether a property is typical for the
given concept. The authors found that verification of a property
belonging to a specific modality (e.g., an auditory property: “blender
can be loud”) is slower after verifying a property of a different
modality (e.g., a gustatory property: “cranberries can be tart”) as
compared to the condition when a property of the same modality was
shown right before (e.g., an auditory property: “leaves can be
rustling”). This MSE was successfully replicated in further studies
(e.g., Hald et al., 2011; Lynott & Connell, 2009; Pecher et al., 2004;
Scerrati et al., 2015).

The following studies ruled out alternative explanations of the
MSE. First, the MSE does not seem to be due to shallow semantic
associations: Pecher et al. (2003) controlled for semantic associations
between target stimuli using Nelson et al.’s (2004) associative norms.
Pecher et al. demonstrated that the MSE appears irrespectively of
associative links between target stimuli. More recently, Scerrati et al.
(2015) also included semantically associated stimuli (e.g., “sleepy”
for “bed”) as fillers alongside the usual unassociated stimuli (e.g.,
“unripe” for “bed”). Such manipulation of priming materials increased
the depth of processing for target trials. Again, there was no impact on
the MSE.

Second, mental imagery also seems not to account for the MSE:
Pecher et al. (2009) did not find any systematic relationship between
the MSE and individual imagery abilities (as measured with spatial
and object-oriented visual imagery questionnaires; though see

recent studies by Muraki et al., 2023; Muraki & Pexman, 2021,
for opposite results in the motor domain). To summarize, research
suggested that modality information is activated regardless of
lexical associations and, probably, even mental imagery, and
therefore, modality information might constitute a necessary
component in word comprehension.

However, some researchers argue that the embodied effects
found in previous studies are functionally irrelevant or secondary to
language processing (Mahon & Caramazza, 2008; Tomasino &
Rumiati, 2013; see Meteyard et al., 2012, for a review). Indeed,
several studies demonstrate inconsistent embodied effects in language
processing: Sometimes embodied information has facilitatory and
sometimes inhibitory effects (see Shebani & Pulvermiiller, 2018, for
discussion) or no effect at all (e.g., no MSE in the lexical decision task
by Scerrati et al., 2017; see also Petrova et al., 2018, for similar null
findings in the spatial domain).

This critique has led to a further search for factors influencing
embodied effects in language processing. Converging evidence
points to the timing of processing and the role of context as possible
missing ingredients modulating these embodied effects (see Estes &
Barsalou, 2018, for the spatial domain; see also Garcia & Ibaifiez,
2016, for the motor domain). Below, we are discussing factors that
might contribute to the variability in processing embodied semantics:
(a) the depth of semantic processing required in an experimental task
and (b) the time frames of processing perceptual semantics. We will
also briefly discuss the varying association strength between
semantic modalities and the possible methodological consequences
of this variability. We will then present our novel paradigm for
studying the MSE while taking into account the potential limitations
of the previous research on this topic.

Experimental Task: Depth of Semantic Processing

Successful demonstrations of the MSE have primarily involved a
property verification task which is characterized by two parameters:
First, it is a deep semantic task, in the sense, that it might require
voluntary access to sensorimotor representations, at least to some
extent, which is not always necessary in language processing.
Second, in this task, words are presented in a context (e.g., in the
phrase “blender can be loud,” the word “blender” becomes a context
word for the target word “loud”). In the following paragraphs, we
discuss the depth of processing and the role of context.

Deeper semantic tasks, such as the property verification task
discussed above or the semantic judgment task, proved their ability
to activate embodied mental representations (Hald et al., 2011;
Kuhnke et al., 2020; Lynott & Connell, 2009; Pecher et al., 2004;
Scerrati et al., 2015; see also Willems & Casasanto, 2011, for the
motor domain). However, this evidence can easily be disregarded by
the opponents of embodied semantic theories as irrelevant: The
property verification task explicitly focuses participants’ attention
on sensory information, and thus, it might not be surprising that
sensory properties become activated in this task. In amodal theories
of cognition, language semantics is seen as generally independent
from perception and action systems (Landauer & Dumais, 1997; see
Meteyard et al., 2012, for a review), and sensorimotor information
only becomes activated under certain circumstances, such as when
the task explicitly requires this activation. Previous studies of the
MSE with a classical lexical decision task—that is, discrimination
between words and meaningless strings of letters reminding real
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words or so-called pseudowords—demonstrated that this shallow
word processing might simply not suffice to activate sensorimotor
representations (e.g., Scerrati et al., 2017). If this is the case, then
activation of sensorimotor representations might indeed be a mere
by-product of the property verification task used in previous
studies.

On the other hand, psycholinguistic research has shown that even
if the task does not necessarily require semantic access, as is the case
for lexical decision, semantic properties still can impact word
processing (e.g., Balota et al., 1991, 2004; Hino & Lupker, 1996;
James, 1975; Jastrzembski, 1981; Kiefer et al., 2022; Locker et al.,
2003; Papadopoulos et al., 2017; Snefjella & Kuperman, 2016). The
same seems to be true for sensorimotor semantics. To illustrate, the
more a word is related to perception and motor actions, the faster
the lexical decision for this word is (see Lynott et al., 2020; see also
Connell & Lynott, 2014; Kuhnke et al., 2020). Similarly, faster
reaction times are associated with higher levels of graspability in
lexical decision (Heard et al., 2019). Performing lexical decision
for sound- versus action-related words leads to activation of
corresponding auditory versus motor brain areas (see Kiefer et al.,
2012, 2008). Harpaintner et al. (2020) found activity in frontal and
parietal motor areas when lexical decision was performed for
motor-related abstract concepts and higher activity in temporo-
occipital visual areas for lexical decisions on vision-related abstract
concepts (see also Ulrich et al., 2023). Moreover, transcranial
magnetic stimulation applied over arm versus leg brain motor areas
facilitated lexical decisions to arm- versus leg-related words (e.g.,
“pick” vs. “kick”; Pulvermiiller et al., 2005). Thus, sensorimotor
information might be activated even in shallow tasks, such as the
lexical decision task, and it should then be possible to find the MSE
in such tasks.

Experimental Task: The Role of Context

Another task-related parameter is the amount of contextual
information given to participants. In previous successful replications
of the MSE, target words were always presented in context, for
example, “blender can be loud.” Richer linguistic contexts (e.g., a
sentence or a narrative compared to a word shown in isolation)
might enhance embodied effects in language processing (see
Glenberg & Kaschak, 2002; Zwaan, 2004; see also Meteyard et al.,
2012). Indeed, space-related cue words (e.g., the word “hat” is an
upper-space cue) presented immediately after context words (e.g.,
“cowboy”) seem to cause stronger activation of spatial representa-
tions than the same cue words presented without context words
(see Estes et al., 2008, Experiment 1 vs. Experiment 3). Similar
mechanisms might be at play for perceptual semantics. Note that all
previous studies of MSE included syntactic structures (‘“‘concept can
be property”) or presented properties in the context of corresponding
concepts (“concept + property”). In other words, all previous MSE
studies measured semantic processing in a linguistic context (see
Bernabeu et al., 2017; Collins et al., 2011; Connell & Lynott, 2011;
Hald et al., 2011; Lynott & Connell, 2009; Pecher et al., 2003, 2004;
Scerrati et al., 2015, 2017).

Like for deep semantic tasks discussed above, the use of linguistic
context in the MSE research also questions to what extent
sensorimotor activation found in those studies is part of word
semantics itself or is merely preactivated by the surrounding words,
that is, by the context.

To conclude, the MSE would provide stronger evidence in favor
of embodied theories of semantics if it would be found (a) in a task
that does not require explicit semantic processing, such as the
lexical decision task (see the Experimental Task: Depth of
Semantic Processing section) and (b) for stimuli presented without
a context, that is, single words presented in isolation. In this case,
the MSE would be considered functionally relevant for language
processing (see Pulvermiiller, 2012, for a theoretical account).
However, no evidence of this kind has been found in behavioral
studies so far.

Timing of Sensorimotor Semantic Activation

If modality information is activated even in the lexical decision
task, as discussed above, the question remains as to why no MSE
has been found in previous research using this task (Scerrati et al.,
2017). We suggest that the timing of related cognitive processes
is the crucial component that should be considered to answer this
question.

Activation of sensorimotor semantics occurs relatively early
after stimulus presentation. Visually presented words related
to auditory concepts (e.g., “loud”) triggered activation of the
auditory neural mechanisms as early as /50 ms (Kiefer et al.,
2008), with similar findings from Harpaintner et al. (2022) who
observed differences in neural activity at 178 ms during lexical
decisions involving motor- versus vision-related abstract words.
Overall, activation of sensorimotor information was found in
two time windows schematically illustrated in Figure 1—around
150-215 ms and around 270-370 ms across various studies
involving lexical decision, though the exact timing slightly varied
(Bernabeu et al., 2017; Hald et al., 2011; see also Louwerse &
Hutchinson, 2012).

Notably, these findings from the literature on sensorimotor
semantic processing broadly align with research on semantic
processing, more specifically, with the notion of an early initial
semantic access, occurring around 160-250 ms after word
presentation (Hauk et al., 2006, 2012). In an experimental study
implying single-word processing, Hauk et al. (2012) demon-
strated retrieval of semantic information around 200 ms after
stimulus presentation. The classical N400 signature of semantic
processing (Kutas & Federmeier, 2000, 2011) might also overlap
with the second MSE time window (270-370 ms). While this second
window may not fully align with the N40O component, it likely
reflects an earlier portion of it. Thus, both early (around 150-215 ms
after stimulus onset) and later (around 270-370 ms) time windows

Figure 1

The Timing of Modality Information Activation in Word Processing

Word Processing
Time, ms

»
>

Note. The horizontal line represents time from stimulus onset (zero, not
shown in this figure). The orange line schematically represents activation of
semantic information. See the online article for the color version of this
figure.
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4 PLATONOVA AND MIKLASHEVSKY

identified in the MSE research broadly correspond to the findings
from the semantic processing literature (see also Kiefer et al., 2022,
for similar findings in abstract concepts).

While previous research failed to find the MSE in lexical decision
(Scerrati et al., 2017), it might be that the time interval between the
stimuli in consecutive trials was simply too long for the modality
information from prime stimulus to influence the processing of
the following target stimulus. We suggest that presenting the
stimuli without any interval might induce the MSE in the lexical
decision task. In order to test this suggestion, in our study, we
completely eliminated the time interval by presenting two words
simultaneously.

Variability of the MSE Across Semantic Modalities

Importantly, in most previous studies, including the MSE lexical
decision study (Scerrati et al., 2017), responses to target stimuli of
varying modalities (i.e., visual, auditory, olfactory, etc.) were typically
aggregated and thus reduced to congruent versus incongruent
conditions, that is, without analyzing the MSE within each modality
separately. However, rating studies demonstrate that some modali-
ties in language correlate with each other stronger than others, and
even the direction of these correlations can differ. For example,
when data for large samples of words were analyzed, a positive
correlation between visual and haptic modalities was found (see
Lynott et al., 2020, Figure 5; Miklashevsky, 2018, Table 3). At the
same time, a negative correlation between haptic and auditory
modalities was shown (Lynott et al., 2020, Figure 5). In other words,
at the level of language in general, if a given concept is related to
vision, it is also likely to be related to touch. At the same time, if a
given concept is related to touch, it is likely not to be related to
hearing.

These asymmetric relationships between modalities might result
from the topography of the corresponding brain regions. Different
sensorimotor brain areas are activated depending on the semantic
content of a word (e.g., visual, auditory, or tactile), and these areas
may vary in their localization and levels of connectivity, resulting
in a different association strength between semantic modalities.
Indeed, processing visual semantics activates the primary visual
cortex, while processing tactile semantics activates the parietal,
temporal, and frontal cortices (Huth et al., 2016). Processing
words with auditory semantics leads to the activation of posterior
superior and middle temporal gyri, that is, the regions also activated
in sound perception (Kiefer et al., 2008). Distinct sensorimotor
semantic attributes, such as color, shape, visual motion, sound, or
manipulation, are also processed by distinct brain areas (Fernandino
et al., 2016).

To summarize, the rating studies and neuroscientific research
suggest that the MSE might differ across modalities, and thus, the
data from different semantic modalities should not be aggregated
whenever possible.

The Present Study

The research question we aimed to answer is whether perceptual
semantics is activated during shallow lexical processing; more
specifically, we aimed to test whether it is possible to detect the
behavioral signatures of the MSE in the lexical decision task. The
present study is motivated by the following two considerations:

(a) Activation of sensorimotor information during a task that does
not require any context or explicit semantic processing, such as the
lexical decision task, would provide stronger evidence in favor of
embodied semantics compared to the previously used property
verification task and (b) the timing of processing might be
crucial to find the MSE in the lexical decision task. Specifically, in
contrast to previous work, we will test simultaneous word
presentation.

Furthermore, we suggest that the data from different semantic
modalities should be analyzed separately and not aggregated by
switch versus no-switch conditions whenever possible: There might
be systematic associations between modalities in language, as
correlational analysis demonstrates (see the Variability of the MSE
Across Semantic Modalities section). For example, the switching
cost between haptic and visual modalities (which often correlate)
might be smaller than between visual and auditory modalities
(which often do not correlate). On the other hand, an opposite
prediction could be made: Haptic information might be closely
related to motor features, and therefore, there might be a larger
switch cost between haptic and visual modalities (cf. differences in
brain activity found between motor and visual features, Harpaintner
et al., 2020, 2022; see also strikingly different patterns of brain
activity during processing motor-related tool names vs. vision-
related animal names, Pulvermiiller, 2001).

In the present study, we designed two experiments addressing the
abovementioned points. In Experiment 1, we explored the MSE in
the lexical decision task with no context. In this experiment, we
simultaneously presented native speakers of Russian with two
words of the same (e.g., “sparkling” + “white”) versus different
modalities (e.g., “loud” + “white”). We asked participants to
perform a lexical decision for both words at once. In Experiment 2,
we replicated the findings of Experiment 1 in German with German
native speakers and an entirely new set of stimuli. The results of both
our experiments suggest that (a) modality information can be
activated even during shallow lexical processing, such as in the
lexical decision task, when two stimuli are presented at once and
(b) the exact combination of semantic modalities modulates
the MSE.

Method
Experiment 1: Simultaneous Presentation (in Russian)

In this experiment, we explored the MSE in the lexical decision
task with no context. Native speakers of Russian were simulta-
neously presented with two words of the same (e.g., “sparkling +
white”) versus different modalities (e.g., “loud + white”). The task
was to perform a lexical decision for both words at once. This and
the following two experiments were not preregistered.

Stimuli Selection

There are two main challenges in selecting stimuli materials for
experiments on semantic modalities. First, different modalities
are asymmetrically represented in language: An overwhelming
number of words belong to the visual semantic modality as
compared to olfactory or gustatory modalities (e.g., see Figure 3 in
Lynott et al., 2020; or Table 2 in Miklashevsky, 2018). Second,
semantic modalities correlate with each other because the majority
of concepts can be perceived through several perceptual modalities
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(i.e., “tasty” is primarily related to taste, but also to smell or even
vision in some contexts, such as “The food looks and smells
tasty.”). The notion of modality exclusivity, or the measure of how
much a concept relates to one versus several modalities, was
introduced to measure the unimodality of a particular property
(Lynott & Connell, 2009).

For our study, we selected adjectives because Lynott and Connell
(2013) found that adjectives are more distinct across modalities and
exhibit higher modality exclusivity than nouns. We excluded the
gustatory and olfactory modalities from our experiment: These
two modalities usually highly correlated with each other as
previous research has demonstrated (r coefficients vary from .66 to
.81 in comparison to haptic and visual correlation, for which r
coefficients vary from .38 to .54; see Lynott & Connell, 2009,
2013; Miklashevsky, 2018; see also Speed & Majid, 2020, for a
review).

We used a psycholinguistic dictionary, Sense Organs, Emotions
and Adjectives of the Russian Language (Kolbeneva & Alexandrov,
2010), to select stimuli in Russian. In this dictionary, 7,616 Russian
adjectives were evaluated by native speakers as either related or
unrelated to each of the five perceptual modalities (vision, audition,
touch, olfaction, and taste). In the resulting database, statistics of
“yes” versus “no” responses are provided for each word for each
modality. For example, for the word “mmactmaccoseiii” (“plastic”),
the ratio “11/1” is provided for the tactile modality, which means
that out of 12 participants, 11 replied with “yes” to the statement “I
assess this characteristic by touch” and one participant responded
with “no.”

First, for all adjectives, we calculated a modality score as a
proportion of “yes” responses in the overall number of responses. In
the example with “plastic,” its association with the tactile modality
would be 11 (yes responses)/12 (all responses) = .92. This modality
score could range from O (no association with that modality) to 1
(the strongest possible association with that modality).

Next, we selected 24 adjectives from the visual, haptic, and
auditory modalities with high modality exclusivity. In other words,
we kept the link to the target modality (e.g., auditory) as high as
possible while choosing the words from the dictionary so that the
remaining two modalities have the lowest possible scores. The
stimuli of each modality group were significantly different from
the other two groups in the corresponding semantic modality (all
p values <.001).

We also controlled for stimuli length (in letters) and frequency,
trying to reduce the differences between the three groups (visual,
audial, and haptic) as much as possible. Frequency was obtained
from the frequency dictionary by Lyashevskaya and Sharov (2009)

Table 1

and log-transformed. Differences in length were not significant, F(2,
69) =0.672, p =.514. In frequency, however, there was a significant
difference, F(2,69) = 4.406, p = .016: The auditory modality had a
lower frequency than the other two modalities, as Fisher’s least
significant difference post hoc test demonstrated (p = .021 for the
comparison of visual and auditory modalities; p = .008 for the
comparison of haptic and auditory modalities). Despite our attempts,
it was not possible to completely eliminate these differences while
keeping substantial samples of stimuli in each modality due to a
limited number of stimuli with high modality exclusivity. Descriptive
statistics for the stimuli in Experiment 1 are presented in Table 1.

Using a customized R script (see the Transparency and Openness
section), we randomly selected stimuli pairs from the pools of
stimuli for each modality. We did not control for whether each word
appeared in the first versus second position (see below); instead,
only word modality was relevant at this stage. Random pairs without
a Modality Switch (e.g., “sparkling + white”) versus with a switch
(e.g., “loud 4+ white”) were formed. Every stimulus appeared in both
positions, that is, a given stimulus appeared on the top and on the
bottom of the fixation cross. From these stimuli, we created four lists
with 360 pseudorandom stimuli pairs, where half included one word
and one pseudoword and the other half consisted of two real words.
No trials included two pseudowords. Pseudowords were created by
rearranging syllables of our stimuli of interest. Thus, pseudowords
matched the word stimuli in their length distribution and followed
natural phonetic regularities of the Russian language. A typical ending
“uit/-p1it” (“-ij/-yj”), a formal grammatical marker of adjectives in
Russian, was used for all pseudowords. Thus, participants could not
distinguish between words and pseudowords based on the mere
processing of letter combinations. Instead, using pseudowords (and
not random letter sequences) nudged participants to read the entire
stimulus. All words and pseudowords were presented in their initial
form (singular, masculine, nominative case for Russian).

To further control for possible shallow lexical associations
between the stimuli, we extracted data about collocation frequency
for each word pair from the Russian National Corpus (https://rusco
rpora.ru, Plungian et al., 2005; includes 374 million words). In this
corpus, it is only possible to search for co-occurrences of two words
within a certain window (number of words). We selected the
maximum possible window of 10 words on the left and 10 words on
the right from a target word. That is, we searched for collocations
within a window of 20 words, regardless of sentence borders.

The Russian National Corpus provides several collocation
measures, the most accurate of which is the LogDice (Rychly,
2008). This measure is calculated based on frequencies of each of
the two words and the frequency of the co-occurrence of the two

Descriptive Statistics of Stimuli in Experiment 1 (Russian Adjectives)

Modality rating

Semantic modality Frequency Length Visual Auditory Haptic
Visual 1.35 (0.49) 7.04 (1.37) 0.92 (0.06) 0.04 (0.08) 0.04 (0.06)
Auditory 0.975 (0.51) 7.5 (1.53) 0.24 (0.19) 0.80 (0.15) 0.07 (0.14)
Haptic 1.41 (0.64) 7.17 (1.34) 0.49 (0.26) 0.12 (0.12) 0.79 (0.17)

Note. Mean values are provided in each cell, and corresponding standard deviation values are provided in parentheses.
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6 PLATONOVA AND MIKLASHEVSKY

words in a corpus; therefore, it is independent of the total size of a
corpus. Usually, the LogDice value cannot exceed 14, meaning that
all occurrences of Word A also co-occur with Word B and vice
versa. The LogDice can also be negative; in that case, it means that
there is less than one co-occurrence of Words A and B per 16,000
occurrences of A or B. The negative LogDice can also be interpreted
as an absence of a statistically significant co-occurrence of two
words (Rychly, 2008).

We found at least one co-occurrence for 32% of unique word
pairs; the remaining word pairs never appeared together in the
window of 10 + 10 words in the Russian National Corpus. Among
those pairs we found in the corpus, the mean LogDice was equal to
7.45 (SD = 1.00). The minimum LogDice equaled to 5.42. We
assigned the value of LogDice = 0 to those pairs that do not appear
in the corpus. This new variable was used as a covariate in the main
analysis below.

Design and Procedure

This and the following experiment were conducted online using
the Gorilla Experiment Builder (Anwyl-Irvine et al., 2020). It was
only possible to participate in the experiments using a PC or a
laptop. A physical keyboard had to be used, and participants were
instructed to keep their index fingers on response keys (P and Q,
right and left index fingers correspondingly) during the entire
experiment. In both experiments, participants were asked to keep a
distance of around 50 cm from the screen. At the beginning of each
experiment, we calibrated the size of the stimuli on the screen to
keep it constant across participants. We asked our participants to
minimize potential disturbances, to close all other browser tabs
except the one with the experiment, and to maximize the browser
window so that it occupies the entire screen. We did not strictly
control the exact browser and the operation system used by the
participants. The participants in Experiment 1 used the following
browsers: Google Chrome, Edge, Firefox, Opera, Safari, or Yandex.
Participants of Experiment 1 used the following operation systems:
macOS, Linux, Ubuntu, or Windows.

At the beginning of the experiment, a participant was randomly
assigned by Gorilla software to one of the four stimuli lists (see
the Stimuli Selection section for details); the order of stimuli
presentation within the list was also randomized for each participant.
The experimental procedure of Experiment 1 is shown in Figure 2.

Figure 2
Experimental Procedure of Experiment 1

Response
Expected

Intertrial Interval

Word 1
Word 2

200 ms 400 ms

Note. See the online article for the color version of this figure.

Each trial started with a fixation cross appearing in the center of the
screen. The cross ensured that participants always started visually
inspecting the screen from the central point. After 200 ms, two
stimuli appeared simultaneously: one on the top (Word 1) and one
on the bottom of the cross (Word 2). These stimuli could be either
two words (50% of all trials, i.e., 180 trials) or one word and one
pseudoword (50% of all trials). A pseudoword appeared randomly
either on the top (90 trials or 50% of trials with pseudowords) or on
the bottom of the cross. Participants were asked to press the Q key if
both stimuli were words and to press the P key if at least one of the
stimuli was a pseudoword; keys were counterbalanced between
participants. There was no time limit. After the response, a blank
screen (intertrial interval) appeared for 400 ms, and the procedure
was repeated. Both speed and accuracy were emphasized in the
instruction.

We used a 3 (Word 1: Auditory/Haptic/Visual) X 3 (Word 2:
Auditory/Haptic/Visual) design. Each possible combination of
semantic modalities was presented 15 times. However, due to a
programming mistake, combinations “auditory + visual,” “haptic +
visual,” and “visual + visual” were repeated 30 times each. A
practice including 10 trials preceded the experiment. The practice
stimuli differed from the actual stimuli used in the experiment:
They did not directly represent sensorimotor modalities but
conveyed more abstract properties such as “kind” or “beautiful.”
At the end of the experiment, participant-related data were
collected: age, gender, and Handedness (using an abbreviated
version of the Edinburgh Handedness Inventory, see Veale,
2014). The Handedness score could range from —100 (purely left-
handed) to +100 (purely right-handed). The entire duration of
the experiment was 30 min.

Sample Size Calculation

In this and the following experiment, we used unimodal stimuli
selected based on a pretest, as suggested by Lynott and Connell
(2009). Connell and Lynott argued that this procedure ensures a
stronger effect size than in the original study by Pecher et al. (2003),
in which no pretest was used to select stimuli. Therefore, since we
selected stimuli in line with the study by Lynott and Connell (2009),
we also calculated the effect size from their study, which resulted in
Cohen’s f = .161. We used this value for further calculations in
G*Power (Faul et al., 2007) and arrived at the minimum required
sample size of N = 34 participants (a = .05 and power = .80).
Because mixed-effects modeling used in the present study is even
more powerful than separate analyses by participants and by items
(Brysbaert & Stevens, 2018) often used in previous studies, using
mixed-effects models further increased our ability to detect effects
of interest. We included an additional 10% for possible dropouts and
aimed to collect at least 37 participants in each experiment. A
detailed protocol of power analysis is available in additional online
material (see the Transparency and Openness section; https://osf.io/
a85h7/).

Participants

A total number of 73 Russian native speakers participated in an
online study. Five participants were excluded due to formal reasons
(native language other than Russian, accuracy lower than 85%,
average reaction time [RT] longer than 2,500 ms, or missing
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PERCEPTUAL SEMANTICS IN SHALLOW WORD PROCESSING 7

questionnaires). Data from 68 Russian native speakers (18 male, 47
female, three nonbinary; M,,. = 27 years, SD = 11 years) were
included in the analysis. Participants’ mean Handedness score was
84 (SD = 40; range from —100 to +100), indicating a prevailing
right-handedness of the sample. All participants submitted their
informed consent at the beginning of the experiment by clicking on
the corresponding checkbox and participated voluntarily with no
compensation. Our research paradigm for the entire study was
approved by the Ethics Committee of Tomsk State University (the
protocol of the meeting of the ethical committee on May 18, 2021).
The study was designed and conducted following the guidelines laid
down in the Declaration of Helsinki.

Analysis and Results

Data preparation and analyses for this and the following
experiment were performed using Microsoft Excel for Microsoft
365 (Version 2401) and R (R Core Team, 2020, Version 4.2.3).
We did not analyze trials with pseudowords (N = 12,240). From
now on, the remaining 12,240 trials are referred to as 100%. The
mean accuracy across participants was 95%, ranging from means
of 87% to 100% across participants. Mean RT across participants
was 1,234 ms (ranging from means of 745 to 2,045 ms across
participants, SD = 1,166).

We discarded trials with incorrect responses (N = 441; 3.6% of
the data), trials with RTs shorter than 400 ms or longer than 4,000
ms (indicating anticipation or procrastination, N = 91, 0.7%), and
trials with RTs outside of £3 SDs from individual means (N = 222;
1.8%). The remaining 11,486 trials (93.8%; mean RT = 1,159 ms)
were submitted for further statistical analysis.

We performed mixed-effects linear regression using the /me4
package (Bates et al., 2015, Version 1.1.32) in R. The initial model
included Word 1 (semantic modality of Word 1: auditory/haptic/
visual; converted into a factor with the auditory modality automati-
cally taken as a baseline), Word 2 (semantic modality of Word 1:

Figure 3

auditory/haptic/visual; converted into a factor with the auditory
modality automatically taken as a baseline), and an interaction
between the two factors. We also controlled for the following
covariate terms: Length of Word 1, Length of Word 2, Frequency
of Word 1, Frequency of Word 2, LogDice (co-occurrence
measure for each word pair, see the Stimuli Selection section),
Trial Number, participant’s Handedness (ranging from —100 to
+100), Response Mapping (Q for words and P for pseudowords/P
for words and Q for pseudowords), and the interaction between
Handedness and Response Mapping.

All continuous predictors except Handedness were mean-
centered. The binary variable Response Mapping was assigned
sum-coded contrasts (—0.5 and 0.5; Brehm & Alday, 2022; Schad
et al., 2020). The dependent variable RT exhibited a high positive
skewness of 1.853 and was therefore log-transformed (Note that
Figure 3 shows back-transformed RTs). Participant, Word 1, and
Word 2 were included as random intercepts. The models with
random slopes for participants by the modality of Word 1 and/or
Word 2 did not converge.

We employed backward elimination to identify the best-fitting
models using the drop function from the /me4 package. Effects that
were not significant or marginally significant (p < .100) and thus did
not improve model fit were successively eliminated. Results from
the final model are presented in Table Al. This and all other model-
output tables include the effects of primary interest, no matter their
level of significance (i.e., Word 1, Word 2, and their interaction), as
well as each covariate term only where these were significant (p <
.050) or marginally significant (p < .100).

LogDice, Handedness, Response Mapping, and the interaction
between Handedness and Response Mapping turned nonsignificant
and were removed from the model. All other covariates were
significant or marginally significant. Analysis of variance (ANOVA)
indicated that the effects of Word 1 and Word 2 were not significant,
Word 1: F(2,67.2)=2.145,p = .125; Word 2: F(2,68.2)=1.938,p =
.152. Importantly, the key interaction Word 1 X Word 2 turned out

Mean Reaction Times in Nine Conditions (Experiment 1)

RT (ms) Word 2
1250- B Auditory
1200 [] Haptic

] visual

1150- —" —‘V

1100- l

1050- l

1000-

Auditory \ | visual |
Word 1
Note. Combinations of semantic modalities: Word 1 X Word 2. Bars represent predicted mean

RTs, that is, RTs predicted by a linear mixed-effects model accounting for covariates (see the
main text for details). Whiskers represent +1 SE. Thicker inner frames indicate no-switch
conditions. Green horizontal lines represent significant differences between conditions (p
values <.050). RTs = reaction times; SE = standard error. See the online article for the color

version of this figure.
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8 PLATONOVA AND MIKLASHEVSKY

significant, F(4, 8778.1) = 3.031, p = .017. Note that the table
output (Table Al) does not provide all possible comparisons
between all levels of Word 1 and Word 2. Therefore, we further
examined this interaction using a Tukey post hoc test from the
emmeans R package (Lenth et al., 2024, Version 1.8.5) and found
two significant comparisons across levels of Word 1 and Word 2
(see Table A2 and Figure 3). Participants were significantly faster
in the “visual + visual” condition than in the “auditory + haptic”
(p = .041) or “haptic + visual” condition (p = .026). All other
comparisons were not significant.

Next, we separately examined variables Word 1 and Word 2 using
a Tukey post hoc test (which can also be used unprotected, i.e.,
regardless of the significance of the original effect; see Barnette &
McLean, 2005) from the emmeans package (Version 1.8.5) and
found no significant RT differences between the levels of Word 1 or
Word 2 (p = .106 or larger).

To additionally examine the pattern of results, we conducted a
sensitivity analysis. We aggregated the data by the combinations
of Word 1 and Word 2 levels, which resulted in the new binary
variable Modality Switch (switch/no switch). This analysis is more
comparable to those conducted in previous studies, which did not
separate modalities (see the Variability of the MSE Across
Semantic Modalities section). We sum-coded the contrasts of
Modality Switch (—0.5 and 0.5) and submitted this variable to a
mixed-effects linear model with the same initial covariates as in
the main analysis described above. As before, we followed the
same backward elimination procedure. Modality Switch turned
significant, with longer RTs in the switch condition as compared to
the no-switch condition (b = 0.0145, t = 2.7059, p = .007; see
Table A3 for further details). In Figure 3, one can clearly see that
the no-switch conditions for the visual and the auditory modalities
are indeed the fastest, even though pairwise comparisons do not
reach significance in most cases.

To summarize, we found a classical MSE for one combination
of modalities (the combination “visual + visual” was faster than
“haptic + visual”), though not others (e.g., there was no significant
difference in RTs to “haptic 4+ haptic” as compared to “auditory +
haptic” pairs). Thus, our Experiment 1 demonstrated that the MSE
(i.e., activation of a semantic modality) emerges even in the shallow
lexical decision task with no context—as we predicted—though not
for all possible combinations of modalities. While not explicitly
related to MSE, yet still in line with this effect, participants
responded to no-switch pairs “visual + visual” faster than to switch
pairs “auditory + haptic.”

However, the interpretation of the results of Experiment 1 is
limited due to two suboptimal technical solutions in the procedure of
Experiment 1: a differing number of stimuli per condition and an
absent timeout for responses. Even more importantly, we aimed to
increase the generalizability of our results by replicating the study in
another language and with new stimuli. All these factors led us to
design Experiment 2 (see below).

Experiment 2: Simultaneous Presentation (in German)

Experiment 1 has demonstrated that simultaneous presentation of
stimuli pairs results in the activation of semantic modality even in
lexical decision. In Experiment 2, our goal was to increase the
generalizability and test the reliability of these results by replicating

the study in German. We also accounted for minor issues with the
experimental design, procedure, and stimuli mentioned above.

Stimuli Selection

To create a stimuli set, we translated sensory-related adjectives
from previous studies in English and Italian (Lynott & Connell,
2013; Lynott et al., 2020; Pecher et al., 2003; Scerrati et al., 2015)
into German, as well as all Russian adjectives from our Experiment
1. A resulting set of 233 adjectives was presented for a pretest to
German native speakers (N = 50; Mg, = 25 years, SD = 8 years; 45
female, four male, and one nonbinary participant). All participants
were university students. Participants were asked to rate the
relatedness of word stimuli to each of the five modalities (vision,
hearing, touch, taste, and smell) by answering the question
“Inwieweit nehmen Sie diese Eigenschaften durch das SEHEN
wahr?” (“To what extent do you perceive these qualities through
SEEING?”). The question was modified accordingly for other
modalities. Rating answers ranged from 1 (not at all) to 5 (very
much). There was a possibility of indicating a word as unknown.

All words unfamiliar to at least one participant were removed
(four to five words from each list, mostly overlapping across
participants). Cronbach’s a for each of the five modalities (vision,
audition, touch, olfaction, and taste) was high (>.862). All
individual responses to adjectives were aggregated, and mean
values for each modality were calculated. As before, we selected
adjectives from the visual, haptic, and auditory modalities with high
modality exclusivity, that is, we kept the link to the target modality
(e.g., auditory) as high as possible while choosing the words so that
the remaining two modalities have the lowest possible scores. As a
result, three sets of stimuli of each modality of interest (visual,
auditory, and haptic) were created, containing 25 adjectives each.
The stimuli of each modality group were significantly different from
those of the other two groups in the corresponding semantic
modality (all p values <.001). Note that this operationalization of
semantic modality on a scale from 1 to 5 used here is different from
the one available for Russian in Experiment 1, where the proportion
of “yes” responses in the overall number of responses was
calculated, that s, the score in Experiment 1 ranged on a scale from 0
to 1 (see the Stimuli Selection section). Nevertheless, both scales
estimate the same construct.

We calculated word length in letters and obtained logl0
frequency values from the SUBTLEX-DE database (Brysbaert et
al., 2011). We used ANOV As to compare the three modality groups
with each other on these two parameters. There were no significant
differences between modality groups in length, F(2, 72) = 1.010,
p = .369, or frequency, F(2, 72) = 1.063, p = .351. Stimuli
characteristics are presented in Table 2.

As before, pseudowords were created by rearranging syllables of
our stimuli, and thus, pseudowords matched words in their length
distribution and followed natural phonetic regularities of the
German language (see also the Stimuli Selection section regarding
the use of pseudowords). All words and pseudowords were
presented in their initial form (i.e., without endings for the German
language). As in Experiment 1, using a customized R script (see the
Transparency and Openness section), we randomly selected stimuli
pairs from the pools of stimuli for each modality. We did not control
whether each word appeared in the first versus second position.
Instead, only word modality was relevant at this stage. We formed
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Table 2

Descriptive Statistics of Stimuli in Experiment 2 (German Adjectives)

Modality rating

Semantic modality Frequency Length Visual Auditory Haptic
Auditory 1.29 (0.93) 7.60 (2.06) 1.46 (0.25) 4.72 (0.23) 1.14 (0.19)
Haptic 1.72 (1.00) 6.76 (1.81) 3.22 (0.35) 1.50 (0.22) 4.55(0.25)
Visual 1.54 (1.19) 7.08 (2.41) 4.79 (0.12) 1.01 (0.04) 1.04 (0.10)

Note.

word pairs without a Modality Switch (e.g., “sparkling + white”),
pairs with a Modality Switch (e.g., “loud + white”), and pairs
including pseudowords. Every stimulus appeared in both positions,
that is, a given stimulus appeared on the top and bottom of the
fixation cross. From all stimuli (i.e., words and pseudowords), we
created four variants of lists, each with 270 pseudorandom stimuli
pairs. An equal number of trials (1) consisted of two words versus
(2) included at least one pseudoword. In trials including pseudo-
words, either one or both stimuli could be pseudowords.

To further control for possible shallow lexical associations
between the stimuli, we extracted data about collocation frequency
for each word pair from the COSMAS II Corpus (cosmas2.ids-
mannheim.de/cosmas2-web, Bodmer, 2005; includes 5.5 billion
words). In this corpus, it is only possible to search for co-
occurrences of two words within a certain window (number of
sentences; cf. stimuli selection in Experiment 1, where the number
of words defined such windows). We selected the window of one
sentence on the left and one sentence on the right from a target
word. That is, we searched for collocations within a window
of three sentences (14.87 words per sentence on average in the
W-offentlich subcorpus used for our study), regardless of sentence
length.

To keep the analysis as similar to Experiment 1 as possible, we
again focused on the LogDice measure (see the Stimuli Selection
section for details). First, we extracted the absolute frequencies of
each word from the COSMAS 1II Corpus. Second, we extracted the
absolute frequencies of each co-occurrence. Last, we calculated
LogDice values using the formula suggested by Rychly (2008).

We found at least one co-occurrence for 56% of unique word
pairs used in the experiment; the remaining word pairs never
appeared together in the window of three sentences in the
COSMAS II Corpus. Among those pairs we found in the corpus,
the mean LogDice was equal to —3.31 (SD = 2.00). The minimum
LogDice equaled to —7.44. We assigned the value of LogDice =
—8 to all those pairs that do not appear in the corpus so that their
LogDice value remained under the minimal value of pairs present
in the corpus. This new variable was used as a covariate in the main
analysis below.

Design and Procedure

The design of Experiment 2 was identical to the design of
Experiment 1: We used a 3 (Word 1: Auditory/Haptic/Visual) X 3
(Word 2: Auditory/Haptic/Visual) design. Each possible combi-
nation of semantic modalities was presented 15 times. Like in
Experiment 1, participants discriminated words from nonwords
(Iexical decision task) for two stimuli presented simultaneously,
one on the top and one on the bottom of a fixation cross.

Mean values are provided in each cell, and corresponding standard deviation values are provided in parentheses.

Participants were asked to press the Q key if both stimuli were
words and to press the P key if at least one of the stimuli was a
nonword; the keys were counterbalanced across participants. In
half of all trials (N = 270), both stimuli were words, while in the
other half, at least one was a pseudoword.

At the beginning of the experiment, a participant was randomly
assigned by Gorilla software to one of the four stimuli lists (see the
Stimuli Selection section for details); the order of stimuli
presentation within the list was also randomized for each participant.
The procedure looked as follows (Figure 4): The cross appeared on
the screen, dragging participants’ attention to the center. After 200
ms, two stimuli appeared on the top and bottom of the cross. The
lexical decision was expected for 4,000 ms (timeout). The intertrial
interval was set for 400 ms, and the procedure was repeated again.
Both speed and accuracy were emphasized in the instruction.

A practice including 10 trials preceded the experiment. The
practice consisted of the adjectives taken from the actual list of
stimuli. However, the stimulus pairs introduced during practice were
novel and were not repeated during the actual experiment. At the end
of the experiment, participant-related data were collected: age,
gender, and Handedness (using an abbreviated version of the
Edinburgh Handedness Inventory, see Veale, 2014). The Handed-
ness score could range from —100 (purely left-handed) to +100
(purely right-handed). The entire duration of the experiment was
30 min. All technical details were identical to those of Experiment 1
(see the Design and Procedure section). Again, we did not strictly
control the exact browser and the operation system used by the
participants. The participants in Experiment 2 used the following
browsers: Google Chrome, Edge, Firefox, Mozilla, Opera, or Safari.
The participants of Experiment 2 used the following operation
systems: macOS, Ubuntu, or Windows.

Figure 4
Experimental Procedure for Experiment 2

Response
Expected

Intertrial Interval

Word 1
&= L ]

Word 2

200 ms

4000 ms 400 ms

Note. See the online article for the color version of this figure.
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10 PLATONOVA AND MIKLASHEVSKY

Participants

A total number of 62 participants were recruited via the university
platform SONA of the University of Potsdam (https://uni-potsdam
.sona-systems.com/) for an online experiment. All participants gave
their informed consent before the experiment. We used the same
exclusion criteria as in Experiment 1: One person was a nonnative
speaker of German and thus was excluded. After preprocessing, we
discarded the data of three participants whose mean accuracy was
less than 85%. No participants had mean RT > 2,500 ms or missing
questionnaires. The final set of participants included 58 people (47
female, 10 male, and one nonbinary participant; M,,. = 24 years,
SD = 8). Participants’ mean Handedness score was 75 (SD = 55;
range from —100 to +100), indicating a prevailing right-handedness
of the sample.

Analysis and Results

The remaining 58 participants had a mean accuracy of 94%
(ranging from 85% to 99%, SD = 3%). Mean RT across participants
was 1,161 ms (ranging from 715 to 1,816 ms, SD = 224 ms).

We did not analyze trials with pseudowords (N = 7,830). From
now on, the remaining 7,830 trials are referred to as 100%. We
removed trials with false responses (N =401; 5.1% of the data) and
timed out trials exceeding 4,000 ms (N = 21; 0.3% of the data).
There were no trials with RTs shorter than 400 ms (distributed
from 453 to 3,999 ms). We removed trials with RTs outside of +3
SDs from individual mean (N = 146; 1.9%). The remaining 7,396
trials (94.5%; mean RT = 1,125 ms) were submitted for further
analysis.

As in Experiment 1, we performed mixed-effects linear regression.
The same approach was used: The initial model included Word 1
(semantic modality of Word 1: auditory/haptic/visual; converted into
a factor with the auditory modality automatically taken as a baseline),
Word 2 (semantic modality of Word 1: auditory/haptic/visual;
converted into a factor with the auditory modality automatically

taken as a baseline), and an interaction between the two factors.
We also controlled for the following covariate terms: Length
of Word 1, Length of Word 2, Frequency of Word 1, Frequency of
Word 2, LogDice (co-occurrence measure for each word pair,
see the Stimuli Selection section), Trial Number, participant’s
Handedness (ranging from —100 to 4+100), Response Mapping
(Q for words and P for pseudowords/P for words and Q for
pseudowords), and the interaction between Handedness and
Response Mapping.

All continuous predictors except Handedness were mean-
centered. The binary variable Response Mapping was assigned
sum-coded contrasts (—0.5 and 0.5). The dependent variable RT
exhibited a high positive skewness of 1.825 and was therefore log-
transformed (Note that our figures show back-transformed RTs).
Participant, Word 1, and Word 2 were included as random
intercepts. The models with random slopes for participants by the
modality of Word 1 and/or Word 2 did not converge.

We employed backward elimination to identify the best-fitting
models using the dropl function from the /me4 R package. Effects
that were not significant or marginally significant (p < .100) and
thus did not improve model fit were successively eliminated. Results
from the final model are presented in Table A4.

Response Mapping and its interaction with Handedness turned
nonsignificant; these terms were removed from the model. All other
covariates were significant or marginally significant. ANOVA
indicated that the effect of Word 1 was only marginally significant,
FQ2, 68.4) = 2.778, p = .069, while the effect of Word 2 was
significant, F(2, 71.1) = 8.254, p = .001. Importantly, the key
interaction Word 1 X Word 2 was significant, F(4, 3660.6) = 4.624,
p = .001. We further examined this interaction using a Tukey post
hoc test and found several significant comparisons across levels of
Word 1 and Word 2 (see Table A5 and Figure 5). Participants were
significantly faster in the “visual + visual” condition than in the
“haptic + auditory” (p < .001), “auditory + haptic” (p = .004),
“haptic + haptic” (p < .001), “visual + haptic” (p < .001), or

Figure 5

Mean Reaction Times in Nine Conditions (Experiment 2)

RT (ms) Word 2
1250- .

B Auditory
1200- = | [] Haptic
1150- [ visual
1100 T T
1050 l l
1000- ]
Autory RN estc N
Word 1
Note. Combinations of semantic modalities: Word 1 X Word 2. Bars represent predicted

mean RTs, that is, RTs predicted by a linear mixed-effects model accounting for covariates
(see the main text for details). Whiskers represent +1 SE. Thicker inner frames indicate
no-switch conditions. Green horizontal lines represent significant differences between
conditions (all p values <.050). RTs = reaction times; SE = standard error. See the online

article for the color version of this figure.


https://uni-potsdam.sona-systems.com/
https://uni-potsdam.sona-systems.com/
https://uni-potsdam.sona-systems.com/

gical Association or one of its allied publishers.

yrighted by the American Psycholo

This document is cop

S

>
2
<]
S
=
2
=
g
5]
7]
7]
o
5]
]
]
=]
=
)
=]

This article is intended solely for the personal use of the individual user

PERCEPTUAL SEMANTICS IN SHALLOW WORD PROCESSING 11

“auditory + visual” (p = .015) conditions. All other comparisons
were not significant (p > .050).

Similar to Experiment 1, the “visual + visual” condition was
the fastest. Indeed, this no-switch condition was faster than the
switch condition “auditory + visual,” thus again demonstrating
a classical MSE effect. Another example of the MSE effect is the
faster RTs in the “visual + visual” than in the “visual + haptic”
condition.

Surprisingly, we found significantly slower RTs in the no-switch
condition “haptic + haptic”” as compared to the no-switch condition
“visual + visual.” There seems to be a general disadvantage in
processing haptic semantics across experiments (cf. numerically
longer RTs even in the no-switch condition “haptic + haptic” as
compared to the other two no-switch conditions—i.e., “visual +
visual” and “auditory + auditory”—in Experiments 1 and 2).
Indeed, our following analysis confirmed this suggestion: As in
Experiment 1, we separately examined variables Word 1 and Word
2 using a Tukey post hoc test and found a significant RT difference
between the levels of Word 1: Participants were slower in
responding to haptic than to visual words (p = .049). There was
also a significant difference across the levels of Word 2, with the
haptic modality resulting in slower responses than the visual
modality (p < .001). Other comparisons across levels of Word 1 or
Word 2 were not significant (p = .092 or larger).

To additionally examine the pattern of results, we conducted a
sensitivity analysis. We aggregated the data by the combinations of
Word 1 and Word 2 levels, which resulted in the new binary variable
Modality Switch (switch/no switch). This analysis is more
comparable to those conducted in previous studies, which did not
separate modalities (see the Variability of the MSE Across Semantic
Modalities section). We sum-coded the contrasts of Modality
Switch (—=0.5 and 0.5) and submitted this variable to a mixed-effects
linear model with the same initial covariates as in the main analysis
described above. As before, we followed the same backward
elimination procedure. Modality Switch turned significant, with
longer RTs in the switch condition as compared to the no-switch
condition (b =0.0163, r =2.6400, p = .008; see Table A6 for further
details). In Figure 5, one can clearly see that the two no-switch
conditions for the visual and the auditory modality are indeed the
fastest, even though pairwise comparisons do not reach significance
in many cases.

Overall, Experiments 1 and 2 showed that processing simulta-
neously presented pairs of adjectives in Russian and German activates
modality-specific information. The results from Experiments 1 and 2
consistently demonstrate the MSE across two languages (Russian and
German) in the lexical decision task, as we predicted.

The original version of this article also included Experiment 3,
in which we presented two adjectives of the same or different
modalities sequentially, with a varying interval between the
adjectives (170 ms vs. 270 ms). However, the results of this
experiment were not significant and did not allow us to derive clear
conclusions. Therefore, we decided to exclude it from the main
text. Interested readers can find the description of this experiment
and result tables in Appendix B.

Transparency and Openness

Data sets generated for this study, stimuli materials, the protocol
of power analysis, and data processing R scripts can be found on the

Open Science Framework (Platonova & Miklashevsky, 2022) at
https://osf.io/a85h7/.

General Discussion
Summary of Results and Interpretation

The present study aimed to demonstrate the MSE in shallow
lexical processing, namely, during a lexical decision task without
context. We argue that such a demonstration provides stronger
evidence in favor of embodied semantics. To achieve this goal, we
conducted two experiments using a novel paradigm—Iexical
decision for two words at once.

In Experiment 1, we simultaneously presented native speakers of
Russian with two words of the same (e.g., “sparkling + white”)
versus different modalities (e.g., “loud + white”) and asked
participants to perform lexical decisions for both words at once. In
Experiment 2, we applied an identical design and paradigm and
replicated the findings of Experiment 1 with German native speakers
and a new set of stimuli.

We applied linear mixed-effects models and included word
frequency, length, Trial Number, participants’ Handedness, Response
Mapping, and the interaction between participants’ Handedness
and Response Mapping as covariates. We also included participants
and items as random terms, thus accounting for interindividual
variability of reaction times across participants and words. Most
importantly, we controlled for word co-occurrences, thus excluding
the possibility that our effects emerge due to shallow lexical
associations between two words rather than due to the semantic factor
of modality.

As predicted, we found classical MSEs in Experiments 1 and 2.
For example, the no-switch condition “visual + visual” was faster
than the switch condition “haptic + visual” in Experiment 1, and it
was faster than switch conditions “auditory + visual” or “visual +
haptic” in Experiment 2. Once we aggregated data by Modality
Switch (thus, turning all possible modality combinations into a
binary variable, as it was mostly the case in previous studies), we
observed a significant effect of Modality Switch in the predicted
direction. This latter result provides additional validation to our
findings.

However, our approach of analyzing semantic modalities
separately led to important insights that would have been not
possible otherwise. It seems that the visual modality, once all other
factors are accounted for, has a clear processing advantage: In
Experiment 2, the “visual 4 visual” condition was significantly
faster than five other conditions, including the other no-switch
condition ‘“haptic + haptic.” Furthermore, in Experiment 2,
responses were faster when Word 1 or Word 2 belonged to the
visual modality as compared to the haptic modality. This visual
advantage could be compared to the well-known imageability
effect: Words with higher imageability are generally processed
faster (Connell & Lynott, 2012; Cortese & Schock, 2013;
Schwanenflugel et al., 1988), and imageability and vision relatedness
usually positively correlate (Connell & Lynott, 2012; Miklashevsky,
2018). However, we would like to underline that imageability and
vision relatedness are not entirely identical: Connell and Lynott
(2012) demonstrated that the two variables have unique contributions
to RT distribution. Therefore, even though imageability might be
partially related to the effect of visual modality, it is not necessarily
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identical to it. Future research employing our novel paradigm should
explicitly address this issue, for example, by collecting imageability
ratings and adding them as a covariate to the initial model. In addition
to imageability, other semantic factors, such as valence, could
introduce potential confounds and should also be considered in future
research.

There also seems to be a general disadvantage in processing
haptic-related words. Thus, participants in Experiment 2 were
slower when Word 1 or Word 2 was haptic-related than vision-
related. A striking result in Experiment 2 also supports this idea: The
no-switch condition “haptic + haptic” was significantly slower than
another no-switch condition, “visual + visual.” Numerically, the
“haptic + haptic” condition was the slowest among the three no-
switch conditions (see Figures 3 and 5). These observations align
with the study by Connell and Lynott (2010) who also found a tactile
disadvantage in semantic processing. Connell and Lynott argued
that this processing disadvantage emerges due to the evolutionary
adaptation of endogenous attention to incoming sensory stimuli.
Note that we did not test motor relatedness in the present study;
therefore, we cannot explore the exact relationship between haptic
and motor information in our sample stimuli and tease apart the
effects of these two types of information.

Overall, the results of both our experiments demonstrated that
perceptual semantics is activated even during shallow lexical
processing, such as in the lexical decision task. The MSE in lexical
decision demonstrated by our study was a missing piece of evidence
for the embodied view on semantics.

We believe that our study exhibited a significant effect of
semantic modality information in lexical decision, unlike previous
research (Scerrati et al., 2017), because of our novel paradigm in
which we presented participants with two words at once. Therefore,
the timing of processing semantic modality information might be the
key factor influencing the probability of finding the MSE in lexical
decisions (see also the Timing of Sensorimotor Semantic Activation
section in Introduction). Interestingly, our results align with other
studies on lexical decisions in Russian and German. For example,
lexical decisions for Russian adjectives presented in isolation
require approximately 802 ms (Jouravlev & Lupker, 2014; aggregated
across all experimental conditions for adjectives; see Table 5 in that
article), whereas the mean lexical decision RT for a German word is
approximately 705 ms (Von Studnitz & Green, 1997; aggregated for
trials with German words in same-language sequences; see Table 2).
Indeed, we also found longer RTs for Russian (Experiment 1, mean
RT = 1,159 ms for both words at once) than for German (Experiment
2, mean RT = 1,125 ms for both words at once; Note that due to
simultaneous presentation, the processing of the two words in our
study was not consecutive but instead overlapped, thus allowing for
additional time savings and shorter RTs as one would get by simply
doubling RTs for one word). Longer RTs in Russian in both our
study and in the study by Jouravlev and Lupker (2014) as compared
to German RTs might be the reason for partially different patterns of
results across the two languages in our study: Processing of modality
information for Word 1 and Word 2 could overlap more in
Experiment 2 (German, see Figure 5) than in Experiment 1 (Russian,
see Figure 3).

In this study, we used adjectives because they have higher
unimodality than, for example, nouns (Lynott & Connell, 2009),
which are often multimodal. Consider the word “loud”: Auditory

information is central to this word’s semantics. On the other hand,
for the word “cat,” the visual, haptic, and auditory modalities all
have high ratings (Lynott et al., 2020). Thus, using adjectives
could maximize the MSE in our study. Still, we suppose that the
same underlying mechanisms—that is, activation of modality
information—should occur in language processing regardless of
the part of speech, even though it might be more challenging to
detect such activation in the case of more multimodal concepts
experimentally. Indeed, our results are generally in line with several
other studies that found activation of embodied (sensorimotor)
information in the lexical decision task (Harpaintner et al., 2020,
2022; e.g., Kiefer et al., 2008; Lynott et al., 2020; Pulvermiiller
et al., 2005; Ulrich et al., 2023; see also a study with bilinguals by
Zhao et al., 2020).

It is essential to underline that our results cannot be accounted for
by the “classical” psycholinguistic properties, such as length or
frequency, and also not by the shallow lexical associations since we
controlled for all these factors across our analyses. It cannot be
excluded that some other psycholinguistic factors we did not
explicitly control for, such as valence or arousal, could influence our
results. However, note that we included items as random intercepts
and therefore accounted to some extent for possible stimulus-related
RT variability due to unknown parameters. At this point, the most
convincing explanation for our results remains the activation of
modality information associated with each concept.

Limitations and Future Directions

Our study has two potential limitations. First, we have no data
on participants’ reading behavior. We do not know whether
participants read the upper or the lower word first, whether there
were systematic individual differences in this, and how long their
dwell time was. Our paradigm, in which we simultaneously
presented participants with two words, could be supplemented
with eye tracking in future studies. This combination of methods
would allow researchers to track the allocation of participants’
attention continuously and provide further insights into the timing
of processing modality information.

The second potential limitation is related to the online testing used
in both experiments: One can argue that some of our effects are
unreliable due to additional data noise since the experiments were
conducted online. However, a large study explicitly testing this issue
found that online studies generally provide data of a quality
comparable to that of lab-based studies (Bridges et al., 2020; see also
Hartshorne et al., 2019), especially for visual stimuli like in our case.
Furthermore, we followed several procedural steps to ensure the
data quality (see, e.g., the Design and Procedure section), such as
screen calibration, asking participants to keep a standardized
distance from the screen, and minimizing disturbances. At the end of
each experiment, our participants were also asked whether they had
any technical problems during the testing session—in line with the
recommendations provided in the literature on online testing (e.g.,
Rodd, 2024). Only 2%-6% of our participants across the
experiments indicated technical problems, such as the need to
restart the experiment or a cursor appearing on the screen. Therefore,
we do not think the online testing and associated noise could
significantly distort our results.
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Implications

Our study has important implications for MSE research and
embodied language processing research. First, and most impor-
tantly, we showed that the MSE occurs in the lexical decision task,
that is, a task with no linguistic context and no explicit semantic
processing required.

Second, we suggest that future studies carefully consider the
exact timing of processing sensorimotor language to understand the
underlying activation of perceptual semantics more deeply.

Third, our study suggests that semantic modalities should be
analyzed separately in the MSE research since combinations of
different modalities exhibit qualitatively different patterns of results
(Connell & Lynott, 2010; see also Lam et al., 2015).

Fourth, we replicated the MSE in two new languages—Russian
and German—which suggests the universal nature of this effect.
Previous studies on semantic perceptual modalities were done in
English (Connell & Lynott, 2011; Hauk et al., 2004), Italian
(Scerrati et al., 2017), and Dutch (Pecher et al., 2004). However, no
studies have examined the MSE in Russian and German before.
Therefore, our study contributes to the cross-linguistic examination
of the MSE. Moreover, preselected stimuli with controlled lexical
characteristics are available for future studies in these two languages
(see the Transparency and Openness section).

Last, our results provide further support for the embodied view of
language processing (Barsalou, 1999, 2008, 2020; Bergen, 2015;
Fischer & Zwaan, 2008; Hauk et al., 2004; Pecher et al., 2003):
Our study demonstrated spontaneous activation of task-irrelevant
sensory semantic information in a shallow lexical decision task.

Conclusion

In two experiments across different languages (Russian and
German), we demonstrated that modality information is activated
even during shallow lexical processing, such as in the lexical
decision task. Our results suggest that the exact combination of
semantic modalities modulates the activation of modality informa-
tion. Thus, our study successfully demonstrated the MSE in lexical
decisions. Our results strongly support the embodied view of
language processing.
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Results of Statistical Analyses
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Table Al
Experiment 1: Output From the Final Model

Term Name Variance SD

Random effects
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[

()

‘E = Word 1 Intercept 0.0011 0.0333

e 2 Word 2 Intercept 0.0010 0.0313

2 — Participant Intercept 0.0413 0.2032

= = Residual 0.0609 0.2468

Q =

Bl o

< £ Term b SE t p

> f Fixed effects

D:‘ i (Intercept) 6.9820 0.0280 249.2517 <.001

33 Word 1 (hap) 0.0146 0.0163 0.8933 372

3= Word 1 (vis) 0.0117 0.0160 0.7330 464

Z § Word 2 (hap) 0.0443 0.0158 2.7960 .005

o 3 Word 2 (vis) 0.0151 0.0142 1.0602 .289

_i o Word 1 (Hap) X Word 2 (Hap) —0.0223 0.0172 —1.2934 .196

=S Word 1 (Vis) X Word 2 (Hap) —0.0453 0.0173 -2.6142 .009

e Word 1 (Hap) X Word 2 (Vis) 0.0025 0.0150 0.1692 .866

) = Word 1 (Vis) X Word 2 (Vis) —0.0370 0.0149 —2.4752 .013

55 Covariate terms

§‘ i Frequency Word 1 —0.0493 0.0100 —4.9503 <.001

2 —; Frequency Word 2 —0.0608 0.0098 —6.2123 <.001

2 8 Length Word 1 0.0153 0.0038 3.9922 <.001

g = Length Word 2 0.0177 0.0038 4.7292 <.001

3 f Trial Number —0.0005 0.0000 —19.9628 <.001

2 B Note. Marginal R*> = 061, conditional R> = 451 (see Nakagawa & Schielzeth, 2013, for details). As

E @ indicated in the main text, in this and other output tables for linear mixed-effects models, covariate terms are
H

included only where those were significant (p < .050) or marginally significant (p < .100). Key variables Word
1 and Word 2 and their interaction are always included regardless of significance. In this table and other tables
representing main analysis outputs, the auditory modality of Word 1 and Word 2 was used as a baseline by
default; therefore, terms for Word 1 and Word 2 shown in the table represent comparisons of the corresponding
modalities to the baseline within the variable (main effects) or to the condition “Aud + Aud” (interactions). See
the post hoc analysis in the next table for a full list of comparisons across all modality conditions. In this table,
the following abbreviations are used for semantic modalities: Hap = haptic; Vis = visual; Aud = auditory;
SE = standard error.
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PERCEPTUAL SEMANTICS IN SHALLOW WORD PROCESSING

Table A2
Pairwise Comparisons Across All Conditions in Experiment 1
Condition 1 Condition 2 Estimate SE z ratio P
Aud + Aud Hap + Aud —-0.0146 0.0163 —-0.893 993
Aud + Aud Vis + Aud —0.0117 0.0160 —0.733 998
Aud + Aud Aud + Hap —0.0443 0.0158 —2.796 116
Aud + Aud Hap + Hap —0.0366 0.0190 —-1.930 .593
Aud + Aud Vis + Hap —0.0107 0.0188 -0.569 >.999
Aud + Aud Aud + Vis —0.0151 0.0142 —1.060 980
Aud + Aud Hap + Vis —0.0322 0.0177 —-1.816 671
Aud + Aud Vis + Vis 0.0101 0.0175 0.582 >.999
Hap + Aud Vis + Aud 0.0028 0.0158 0.180 >.999
Hap + Aud Aud + Hap —0.0298 0.0191 —1.560 .826
Hap + Aud Hap + Hap —0.0220 0.0158 -1.397 .899
Hap + Aud Vis + Hap 0.0039 0.0186 0.208 >.999
Hap + Aud Aud + Vis —0.0006 0.0179 —0.031 >.999
Hap + Aud Hap + Vis -0.0176 0.0143 -1.237 948
Hap + Aud Vis + Vis 0.0247 0.0173 1.432 .886
Vis + Aud Aud + Hap —0.0326 0.0188 —1.733 726
Vis + Aud Hap + Hap —0.0249 0.0185 -1.341 919
Vis + Aud Vis + Hap 0.0010 0.0157 0.066 >.999
Vis + Aud Aud + Vis —0.0034 0.0176 —0.193 >.999
Vis + Aud Hap + Vis —0.0205 0.0173 —1.184 960
Vis + Aud Vis + Vis 0.0219 0.0143 1.532 841
Aud + Hap Hap + Hap 0.0077 0.0160 0.484 >.999
Aud + Hap Vis + Hap 0.0336 0.0159 2.110 466
Aud + Hap Aud + Vis 0.0292 0.0140 2.083 485
Aud + Hap Hap + Vis 0.0121 0.0174 0.695 999
Aud + Hap Vis + Vis 0.0545 0.0172 3.170 .041
Hap + Hap Vis + Hap 0.0259 0.0156 1.656 73
Hap + Hap Aud + Vis 0.0215 0.0176 1.223 952
Hap + Hap Hap + Vis 0.0044 0.0140 0314 >.999
Hap + Hap Vis + Vis 0.0467 0.0169 2.758 128
Vis + Hap Aud + Vis —0.0044 0.0174 -0.254 >.999
Vis + Hap Hap + Vis —0.0215 0.0170 —1.264 942
Vis + Hap Vis + Vis 0.0208 0.0139 1.504 .854
Aud + Vis Hap + Vis —0.0171 0.0136 -1.252 945
Aud + Vis Vis + Vis 0.0253 0.0132 1.910 .607
Hap + Vis Vis + Vis 0.0424 0.0128 3.309 .026

Note. This table shows post hoc comparisons across all conditions (combinations of levels of Word 1
and Word 2) performed using a Tukey multiple comparison test. An estimate is the difference between
two conditions (on a log scale since the dependent variable was log-transformed; see the main text for
details). Significant comparisons (p < .050) are shown in bold. In this table, the following abbreviations
are used for semantic modalities: Aud = auditory; Hap = haptic; Vis = visual; SE = standard error.
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Table A3
Experiment 1: Output From the Final Model (Additional Analysis With the Data
Aggregated by Modality Switch)

Term Name Variance SD

Random effects

Word 1 Intercept 0.0012 0.0348
Word 2 Intercept 0.0010 0.0321
Participant Intercept 0.0413 0.2032
Residual 0.0610 0.2469
Term b SE t )4
Fixed effects
3 (Intercept) 6.9966 0.0254 275.2557 <.001
5 Modality Switch 0.0145 0.0054 2.7059 .007
= Covariate terms
E Frequency Word 1 —0.0482 0.0097 -4.9704 <.001
a. Frequency Word 2 —0.0551 0.0094 -5.8871 <.001
Length Word 1 0.0158 0.0039 4.0068 <.001
Length Word 2 0.0182 0.0038 4.7944 <.001
Trial Number —0.0005 0.0000 —19.9640 <.001

Note. Marginal R? = .059, conditional R? = 451. See note under Table A1 for details.

and is not to be disseminated broadly.

Table A4
Experiment 2: Output From the Final Model

Term Name Variance SD

Random effects

yrighted by the American Psychological Association or one of its allied

o
= Word 1 Intercept 0.0007 0.0268
s Word 2 Intercept 0.0005 0.0227
Q Participant Intercept 0.0280 0.1673
= Residual 0.0527 0.2295
% Term b SE t p
. 2 Fixed effects
= (Intercept) 6.8787 0.0392 175.6037 <.001
= Word 1 (hap) 0.0396 0.0151 2.6214 .009
0 :: Word 1 (vis) 0.0067 0.0150 0.4434 .657
23 Word 2 (hap) 0.0267 0.0144 1.8571 .063
83 Word 2 (vis) 0.0162 0.0145 1.1230 261
22 Word 1 (Hap) X Word 2 (Hap) —0.0285 0.0186 —1.5322 126
= Word 1 (Vis) x Word 2 (Hap) 0.0054 0.0178 0.3045 761
g5 Word 1 (Hap) X Word 2 (Vis) —0.0506 0.0180 —2.8021 .005
2 o Word 1 (Vis) X Word 2 (Vis) —0.0588 0.0188 -3.1177 .002
T8 Covariate terms
E f Frequency Word 1 —-0.0291 0.0056 —5.2008 <.001
= Frequency Word 2 —-0.0285 0.0053 -5.3771 <.001
= Length Word 1 0.0118 0.0028 42379 <.001
Length Word 2 0.0086 0.0025 3.4653 .001
Trial Number —0.0004 0.0000 —11.9686 <.001
Handedness 0.0011 0.0004 2.7684 .006
LogDice 0.0021 0.0012 1.6488 .099

Note. Marginal R* = .099, conditional R? = .421. See note under Table Al for details. LogDice is the
word co-occurrence measure. See the post hoc analysis in the next table for a full list of comparisons
across all modality conditions.
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Table AS
Pairwise Comparisons Across All Conditions in Experiment 2

Condition 1 Condition 2 Estimate SE Z ratio P
Aud + Aud Hap + Aud —0.0396 0.0151 -2.621 178
Aud + Aud Vis + Aud —0.0067 0.0150 —0.443 >.999
Aud + Aud Aud + Hap —0.0267 0.0144 —1.857 .644
Aud + Aud Hap + Hap —0.0378 0.0160 -2.359 307
Aud + Aud Vis + Hap —0.0388 0.0163 —2.388 .290
Aud + Aud Aud + Vis —-0.0162 0.0145 -1.123 971
Aud + Aud Hap + Vis —0.0052 0.0163 -0.321 >.999
Aud + Aud Vis + Vis 0.0359 0.0159 2.249 374
Hap + Aud Vis + Aud 0.0329 0.0143 2.308 337
Hap + Aud Aud + Hap 0.0128 0.0159 0.805 .997
Hap + Aud Hap + Hap 0.0018 0.0143 0.125 >.999
Hap + Aud Vis + Hap 0.0007 0.0159 0.046 >.999
Hap + Aud Aud + Vis 0.0233 0.0159 1.466 .871
Hap + Aud Hap + Vis 0.0343 0.0140 2.445 259
Hap + Aud Vis + Vis 0.0754 0.0163 4.614 <.001
Vis + Aud Aud + Hap —0.0201 0.0159 -1.263 942
Vis + Aud Hap + Hap —0.0311 0.0162 -1.922 .599
Vis + Aud Vis + Hap —0.0322 0.0140 -2.299 343
Vis + Aud Aud + Vis —0.0096 0.0159 —-0.601 >.999
Vis + Aud Hap + Vis 0.0014 0.0158 0.090 >.999
Vis + Aud Vis + Vis 0.0425 0.0143 2.979 .071
Aud + Hap Hap + Hap —-0.0110 0.0147 —-0.750 .998
Aud + Hap Vis + Hap —-0.0121 0.0143 —0.844 .996
Aud + Hap Aud + Vis 0.0105 0.0137 0.768 .998
Aud + Hap Hap + Vis 0.0215 0.0160 1.347 917
Aud + Hap Vis + Vis 0.0626 0.0162 3.864 .004
Hap + Hap Vis + Hap —0.0011 0.0144 -0.073 >.999
Hap + Hap Aud + Vis 0.0216 0.0161 1.335 921
Hap + Hap Hap + Vis 0.0325 0.0142 2.297 344
Hap + Hap Vis + Vis 0.0737 0.0159 4.633 <.001
Vis + Hap Aud + Vis 0.0226 0.0159 1.425 .889
Vis + Hap Hap + Vis 0.0336 0.0158 2.120 459
Vis + Hap Vis + Vis 0.0747 0.0143 5.221 <.001
Aud + Vis Hap + Vis 0.0110 0.0146 0.754 .998
Aud + Vis Vis + Vis 0.0521 0.0150 3.482 .015
Hap + Vis Vis + Vis 0.0411 0.0148 2.781 121

Note. See note under Table A2 for details.

Table A6

Experiment 2: Output From the Final Model (Additional Analysis With the Data

Aggregated by Modality Switch)

Term Name Variance SD

Random effects

Word 1 Intercept 0.0008 0.0283

Word 2 Intercept 0.0007 0.0274

Participant Intercept 0.0280 0.1672

Residual 0.0528 0.2297

Term b SE t P

Fixed effects

(Intercept) 6.8908 0.0378 182.2979 <.001

Modality Switch 0.0163 0.0062 2.6400 .008
Covariate terms

Frequency Word 1 —0.0266 0.0057 —4.6374 <.001

Frequency Word 2 —0.0263 0.0058 —4.5680 <.001

Length Word 1 0.0123 0.0029 4.2988 <.001

Length Word 2 0.0084 0.0027 3.0486 .002

Trial Number —-0.0004 0.0000 -11.7813 <.001

Handedness 0.0011 0.0004 2.7715 .006

Note. Marginal R? = .095, conditional R> = .420. See note under Table Al for details.
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Appendix B

Experiment 3: Consequent Stimuli Presentation

Here, we report an experiment planned as an extension of the
current series reported in the main text. Due to null and inconclusive
results, we decided not to report this experiment in the main text. For
transparency and openness, we still have included it in Appendix B.

Rationale: Timing of Sensorimotor Semantic Activation

As suggested in the article (the Timing of Sensorimotor Semantic
Activation section), the timing of related cognitive processes is a
crucial factor in the activation of sensorimotor semantics during
shallow lexical processing. Experiments 1 and 2 demonstrated that
the simultaneous presentation of stimuli pairs is enough to activate
perceptual semantics and the emergence of the MSE in a shallow
lexical decision task, at least for some modalities. This effect
turned out to be consistent across Russian and German languages.
However, Experiments 1 and 2 cannot provide much information
about the exact timing of semantic processing. To explore the
timing of the MSE more deeply, we designed Experiment 3.

As discussed in the introduction (see Figure 1 in the main text),
modality activation might have two peaks: the earlier peak from 160
to 215 ms after stimulus onset and the later peak from 270 to 370 ms
(Bernabeu et al., 2017; Hald et al., 2011; Kiefer et al., 2008; see also
Louwerse & Hutchinson, 2012). In Experiment 3, we extended the
method of Experiments 1 and 2 by manipulating the timing of the
presentation of stimuli. We presented participants with two words
of same versus different semantic modality sequentially, with
stimulus-onset asynchrony (SOA) intervals of 170 versus 270 ms.
Thus, in the condition with the SOA of 170 ms, the later activation
of modality information for the first word (270-370 ms) should
overlap with the early activation of modality information of the
second word (160-215 ms, see Figure B1, Panel A), which might
lead to interaction between perceptual modalities of Word 1 and
Word 2. On the other hand, with the SOA of 270 ms, the activation
of modality information for the two target words does not overlap

Figure B1

(see Figure B1, Panel B), and thus, no interaction should be
expected.

While previous research failed to find the MSE in lexical
decisions (Scerrati et al., 2017), it might be that the time interval
between the stimuli in consecutive trials was simply too long for the
modality information from one stimulus (prime) to influence the
processing of the next stimulus (target). We suggest that with a
reduced time interval, or even without any interval between the two
stimuli, it should be possible to induce the MSE in the lexical
decision task. In contrast to previous work, in Experiments 1 and 2,
we completely eliminated the time interval by presenting two words
simultaneously, while in Experiment 3, we aimed to reduce the time
interval between the presentation of two stimuli to 170 and 270 ms,
therefore presenting two stimuli sequentially.

Stimuli Selection

The same German adjectives and pseudowords were used as in
Experiment 2. As in Experiments 1 and 2, using a customized R
script (see the Transparency and Openness section), we randomly
selected stimuli pairs from the pools of stimuli for each modality.
We did not control for whether each word appeared in the first versus
second position. Instead, only word modality was relevant at this
stage. Using this procedure, we formed four new lists, each
including 540 pseudorandom stimuli pairs, where half of the pairs
consisted of two real words and another half included at least
one pseudoword. Pseudowords could appear at any position, that is,
a pseudoword could be a first stimulus in a pair, a second stimulus
in a pair, or both. In the next step, SOAs of 170 ms or 270 ms were
randomly assigned to each pair of stimuli. On average, each
combination of modalities (e.g., “visual + auditory”) repeated with
each SOA 60 times (min = 52 times, max = 68 times).

The same sources and approach were used for calculating
word co-occurrences as in Experiment 2 (see the Stimuli Selection

Schematic Representation of Processing Modality Information in Experiment 3

\

Word Processing

Time, ms
»
>
150 215 270 370

/

Note.

K(B) SOA =270 ms \

Word Processing
Time, ms

Panel A: Processing of sequentially presented pairs of stimuli with SOA = 170 ms. Panel B: Processing of pairs of stimuli with SOA =

270 ms. On both panels, colored rectangles denote presentation times of Word 1 and Word 2. SOA = stimulus-onset asynchrony. See the online

article for the color version of this figure.
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PERCEPTUAL SEMANTICS IN SHALLOW WORD PROCESSING 21

section). In the COSMAS II Corpus, we found at least one co-
occurrence for 56% of unique word pairs used in Experiment 3; the
remaining word pairs never appeared together in the window of
1 + 1 sentences in the COSMAS II Corpus. Among those pairs we
found in the corpus, the mean LogDice was equal to —3.32 (SD =
1.85). The minimum LogDice equaled to —7.98. We assigned the
value of LogDice = —8 to all those pairs that do not appear in the
corpus so that their LogDice value remained under the minimal
value of pairs present in the corpus. This new variable was used as
a covariate in the main analysis below.

Design and Procedure

At the beginning of the experiment, each participant was
randomly assigned by Gorilla software to one of the four stimuli lists
(see Design and Procedure sections of the main text for details); the
order of stimuli presentation within the list was also randomized for
each participant. Stimuli pairs were presented sequentially (i.e.,
“Word 17 — “Word 27). Each stimulus appeared in the same
position at the center of the screen. Participants were asked to
perform a lexical decision task for both stimuli at once and respond
by pressing a key after the presentation of the second stimulus. If
both stimuli were existing German words, the participants were
asked to press the “P” key on the keyboard; if at least one of the
words was a pseudoword, participants were asked to press the “Q”
key (counterbalanced across participants).

Depending on the SOA condition, the first word was presented for
170 ms (vs. 270 ms in the SOA = 270 condition) and immediately
followed by the second word, which was also presented for 170 ms
(vs. 270 ms in the SOA = 270 condition), followed by a blank
screen. The response was registered starting from the onset of
the second word. We set a timeout of 4,000 ms after the onset of the
blank screen. Both speed and accuracy were emphasized in the
instruction. See Figure B2 for a depiction of the procedure.

A practice including 10 trials preceded the experiment. The
practice consisted of the adjectives taken from the actual list of
stimuli. However, the stimulus pairs introduced during practice
were novel and were not repeated during the actual experiment. At
the end of the experiment, participant-related data were collected:
age, gender, and Handedness (using an abbreviated version of the
Edinburgh Handedness Inventory, see Veale, 2014). The Handed-
ness score could range from —100 (purely left-handed) to +100
(purely right-handed). The entire duration of the experiment was
30 min. All technical details were identical to those of Experiment 1
(see the Design and Procedure section). Again, we did not strictly
control the exact browser and the operation system used by the

participants. The participants in Experiment 3 used the following
browsers: Google Chrome, Edge, Firefox, Opera, or Safari.
Participants in Experiment 3 used the following operating systems:
macOS, Ubuntu, or Windows.

Participants

A total of 50 native German speakers participated in the online
study. The same recruiting procedure was used for Experiment 2. In
general, we followed the same exclusion criteria as for Experiments
1 and 2, with only one exception: We accepted all participants
whose accuracy was 75% or higher because the task in Experiment 3
was more difficult (which is also indicated by the overall higher
number of incorrect responses in Experiment 3: on average 6% more
errors than in the other two experiments). No participants had mean
RT > 2,500 ms or missing questionnaires. During preprocessing,
data from four participants with mean accuracy of less than 75%
were excluded. Data from 46 participants (seven male, 39 female;
M,g. = 23 years, SD = 7) were included in the final analysis.
Participants’ mean Handedness score was 71 (SD = 60; range
from —100 to +100), indicating a prevailing right-handedness of
the sample.

Analysis and Results

The average accuracy of the remaining set of participants was
89% (SD = 5%). Mean RT = 747, SD = 143. We did not analyze
trials with pseudowords (N = 12,420). From now on, the remaining
12,420 trials are referred to as 100%. RT was measured from the
onset of the second word, that is, from when participants received all
information they needed to make a lexical decision. We removed
trials with false responses (N = 995; 8% of the data) and timed out
trials exceeding 3,000 ms (N = 12; less than 0.1% of the
data). Note that we used different cutoff thresholds here because
of the overall much faster responses in Experiment 3 than in
Experiments 1 and 2—more than 400 ms faster on average—and
based on visual examination of the RT distribution. Because there
was a clear difference between RTs in the two SOA conditions,
41 ms longer RTs in the SOA = 170 ms; F(1, 45) = 55.750, p <
.001, we decided to preprocess the two conditions separately. We
removed trials with RTs outside of +£3 SDs from individual means
by SOA condition (N = 254; 2% of the data). The remaining
11,159 trials (89.8%) were submitted for further analysis.

As in Experiment 1, we performed mixed-effects linear
regressions. A similar approach was used as in Experiments 1
and 2: The initial model included Word 1 (semantic modality of

Figure B2
Experimental Procedure in Experiment 3
Response
Expected
e Word 1 Word 2 intertral
nterval
200 ms 170/270 ms 170/270 ms 4000 ms 400 ms
Note. See the online article for the color version of this figure.
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Word 1: auditory/haptic/visual), Word 2 (semantic modality
of Word 1: auditory/haptic/visual), SOA as a binary variable
(170 ms/270 ms), and its triple interaction with Word 1 and Word
2. We also controlled for the following covariate terms: Length of
Word 1, Length of Word 2, Frequency of Word 1, Frequency of
Word 2, LogDice (co-occurrence measure for each word pair, see
Section 2.3.1), Trial Number, participant’s Handedness (ranging
from —100 to +100), Response Mapping (Q for words and P for
pseudowords/P for words and Q for pseudowords), and the
interaction between Handedness and Response Mapping.

All continuous predictors except Handedness were mean-centered.
The binary variable Response Mapping was assigned sum-coded
contrasts (—0.5 and 0.5). The dependent variable RT was log-
transformed. Participants were included as random intercepts.

We employed backward elimination to identify the best-fitting
models using the drop! function from the Ime4 package. Effects that
were not significant or marginally significant (p > .100) and thus did
not improve model fit were successively eliminated; the key terms of
interest—that is, Word 1, Word 2, SOA, and the triple interaction

between them—were preserved in the models regardless of
significance.

Handedness and its interaction with Response Mapping turned
nonsignificant; also, Length of Word 2 was not significant; all these
terms were removed from the model. The key triple interaction
between SOA, Word 1, and Word 2 was nonsignificant: The model
with this interaction fits data no better than the model without it (p =
.297). All other factors were significant. Results from the final model
are presented in Table B1.

We further examined the key interaction using a Tukey post hoc
test and found no significant comparisons across levels of Word 1
and Word 2 within each of the SOAs (see Table B2 and Figure B3).
In other words, there were no significant differences when
modality combinations from the SOA = 170 ms conditions were
compared to each other. The same were true when modality
combinations from the SOA = 270 ms conditions were compared
to each other. All significant differences emerged only between
SOAs, with all conditions from the SOA = 170 ms being slower
(p < .001) than all conditions from the SOA = 270 ms.

Table B1
Experiment 3: Output From the Final Model
Term Name Variance SD

Random effects
Word 1 Intercept 0.0007 0.0274
Word 2 Intercept 0.0014 0.0368
Participant Intercept 0.0581 0.2411
Residual 0.1204 0.3470

Term SE t P

Fixed effects
(Intercept) 6.0384 0.0401 150.6982 <.001
Word 1 (hap) 0.0324 0.0204 1.5910 112
Word 1 (vis) 0.0238 0.0219 1.0894 276
Word 2 (hap) 0.0241 0.0219 1.0993 272
Word 2 (vis) —0.0053 0.0231 —0.2284 .819
SOA —0.4084 0.0276 —14.8221 <.001
Word 1 (Hap) x SOA 0.0519 0.0372 1.3930 .164
Word 1 (Vis) x SOA 0.0642 0.0396 1.6199 .105
Word 2 (Hap) x SOA 0.0510 0.0370 1.3778 .168
Word 2 (Vis) x SOA 0.0868 0.0388 2.2351 .025
Word 1 (Hap) X Word 2 (Hap) —0.0260 0.0255 —1.0224 .307
Word 1 (Vis) X Word 2 (Hap) —-0.0296 0.0268 —1.1051 .269
Word 1 (Hap) X Word 2 (Vis) —0.0390 0.0261 —1.4932 135
Word 1 (Vis) X Word 2 (Vis) —-0.0234 0.0295 —0.7934 428
Word 1 (Hap) x Word 2 (Hap) x SOA —0.0506 0.0495 -1.0235 .306
Word 1 (Vis) X Word 2 (Hap) X SOA —0.0403 0.0530 —0.7604 447
Word 1 (Hap) X Word 2 (Vis) X SOA —0.0556 0.0529 -1.0510 293
Word 1 (Vis) X Word 2 (Vis) X SOA —0.1145 0.0569 —2.0114 .044

Covariate terms
Frequency Word 1 —0.0178 0.0081 —-2.2123 .027
Frequency Word 2 -0.0314 0.0065 —4.8724 <.001
Length Word 1 0.0110 0.0038 2.8713 .004
Response Mapping —0.1581 0.0728 —2.1725 .030
Trial Number —0.0004 0.0000 —16.1382 <.001
LogDice 0.0043 0.0019 2.2302 .026

Note. Marginal R? = 201, conditional R? = .467. See note under Table A1 for details. LogDice is the word co-
occurrence measure. See the post hoc analysis in the next table for a full list of comparisons across all modalities

and SOA conditions. SOA = stimulus-onset asynchrony.

(Appendices continue)
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Table B2
Pairwise Comparisons Across All Conditions in Experiment 3
Condition 1 Condition 2 Estimate SE z ratio P
Comparisons within SOA 170 ms
SOA_170: Aud + Aud SOA_170: Hap + Aud —0.0065 0.0259 —-0.250 >.999
SOA_170: Aud + Aud SOA_170: Vis + Aud 0.0082 0.0279 0.296 >.999
SOA_170: Aud + Aud SOA_170: Aud + Hap 0.0014 0.0267 0.052 >.999
SOA_170: Aud + Aud SOA_170: Hap + Hap —0.0044 0.0267 —-0.165 >.999
SOA_170: Aud + Aud SOA_170: Vis + Hap 0.0191 0.0291 0.657 >.999
SOA_170: Aud + Aud SOA_170: Aud + Vis 0.0487 0.0298 1.636 977
SOA_170: Aud + Aud SOA_170: Hap + Vis 0.0534 0.0281 1.899 913
SOA_170: Aud + Aud SOA_170: Vis + Vis 0.0230 0.0297 0.776 >.999
) SOA_170: Hap + Aud SOA_170: Vis + Aud 0.0148 0.0271 0.544 >.999
= SOA_170: Hap + Aud SOA_170: Aud + Hap 0.0079 0.0272 0.290 >.999
5 i SOA_170: Hap + Aud SOA_170: Hap + Hap 0.0021 0.0248 0.084 >.999
< 5 SOA_170: Hap + Aud SOA_170: Vis + Hap 0.0256 0.0287 0.892 >.999
53 SOA_170: Hap + Aud SOA_170: Aud + Vis 0.0553 0.0304 1.813 941
2 g SOA_170: Hap + Aud SOA_170: Hap + Vis 0.0599 0.0261 2.296 .686
k5 % SOA_170: Hap + Aud SOA_170: Vis + Vis 0.0296 0.0299 0.990 >.999
= SOA_170: Vis + Aud SOA_170: Aud + Hap —0.0069 0.0291 —-0.237 >.999
2 "5 SOA_170: Vis + Aud SOA_170: Hap + Hap —-0.0127 0.0286 —0.444 >.999
< B SOA_170: Vis + Aud SOA_170: Vis + Hap 0.0108 0.0291 0.373 >.999
; = SOA_170: Vis + Aud SOA_170: Aud + Vis 0.0404 0.0321 1.258 999
3 g SOA_170: Vis + Aud SOA_170: Hap + Vis 0.0451 0.0294 1.534 .988
g = SOA_170: Vis + Aud SOA_170: Vis + Vis 0.0148 0.0305 0.485 >.999
g3 SOA_170: Aud + Hap SOA_170: Hap + Hap —0.0058 0.0240 -0.241 >.999
s SOA_170: Aud + Hap SOA_170: Vis + Hap 0.0177 0.0265 0.669 >.999
2 3 SOA_170: Aud + Hap SOA_170: Aud + Vis 0.0473 0.0291 1.627 978
,f, = SOA_170: Aud + Hap SOA_170: Hap + Vis 0.0520 0.0272 1.913 .908
= = SOA_170: Aud + Hap SOA_170: Vis + Vis 0.0217 0.0297 0.730 >.999
g = SOA_170: Hap + Hap SOA_170: Vis + Hap 0.0235 0.0248 0.948 >.999
S 2 SOA_170: Hap + Hap SOA_170: Aud + Vis 0.0531 0.0294 1.805 .943
< g SOA_170: Hap + Hap SOA_170: Hap + Vis 0.0578 0.0249 2.321 .668
A E SOA_170: Hap + Hap SOA_170: Vis + Vis 0.0275 0.0283 0.972 >.999
c; ° SOA_170: Vis + Hap SOA_170: Aud + Vis 0.0296 0.0315 0.939 >.999
s Z SOA_170: Vis + Hap SOA_170: Hap + Vis 0.0343 0.0286 1.198 999
5= SOA_170: Vis + Hap SOA_170: Vis + Vis 0.0040 0.0293 0.136 >.999
Z 5 SOA_170: Aud + Vis SOA_170: Hap + Vis 0.0047 0.0279 0.168 >.999
o 8 SOA_170: Aud + Vis SOA_170: Vis + Vis —-0.0256 0.0304 —0.843 >.999
= ; SOA_170: Hap + Vis SOA_170: Vis + Vis —-0.0303 0.0270 -1.124 >.999
B8 Comparisons within SOA 270 ms
£ > SOA_270: Aud + Aud SOA_270: Hap + Aud —0.0584 0.0292 —1.999 .870
£ 2 SOA_270: Aud + Aud SOA_270: Vis + Aud —0.0559 0.0310 —1.805 943
&2 SOA_270: Aud + Aud SOA_270: Aud + Hap —0.0496 0.0306 -1.622 979
! SOA_270: Aud + Aud SOA_270: Hap + Hap —0.0566 0.0303 —1.869 923
= B SOA_270: Aud + Aud SOA_270: Vis + Hap —0.0558 0.0307 —1.819 939
g g SOA_270: Aud + Aud SOA_270: Aud + Vis —0.0381 0.0306 —1.245 .999
3 4 SOA_270: Aud + Aud SOA_270: Hap + Vis —0.0297 0.0320 —0.928 >.999
23 SOA_270: Aud + Aud SOA_270: Vis + Vis —-0.0134 0.0342 -0.391 >.999
2§ SOA_270: Hap + Aud SOA_270: Vis + Aud 0.0025 0.0281 0.088 >.999
E e SOA_270: Hap + Aud SOA_270: Aud + Hap 0.0087 0.0293 0.298 >.999
= SOA_270: Hap + Aud SOA_270: Hap + Hap 0.0017 0.0265 0.065 >.999
SOA_270: Hap + Aud SOA_270: Vis + Hap 0.0026 0.0281 0.093 >.999
SOA_270: Hap + Aud SOA_270: Aud + Vis 0.0202 0.0293 0.691 >.999
SOA_270: Hap + Aud SOA_270: Hap + Vis 0.0286 0.0283 1.010 >.999
SOA_270: Hap + Aud SOA_270: Vis + Vis 0.0450 0.0324 1.391 996
SOA_270: Vis + Aud SOA_270: Aud + Hap 0.0063 0.0308 0.203 >.999
SOA_270: Vis + Aud SOA_270: Hap + Hap —0.0008 0.0294 —-0.026 >.999
SOA_270: Vis + Aud SOA_270: Vis + Hap 0.0001 0.0280 0.005 >.999
SOA_270: Vis + Aud SOA_270: Aud + Vis 0.0178 0.0307 0.580 >.999
SOA_270: Vis + Aud SOA_270: Hap + Vis 0.0262 0.0310 0.845 >.999
SOA_270: Vis + Aud SOA_270: Vis + Vis 0.0425 0.0324 1.313 .998
SOA_270: Aud + Hap SOA_270: Hap + Hap —-0.007012 0.0260 —-0.269 >.999
SOA_270: Aud + Hap SOA_270: Vis + Hap —0.0061 0.0265 —0.231 >.999
SOA_270: Aud + Hap SOA_270: Aud + Vis 0.0115 0.0283 0.407 >.999
SOA_270: Aud + Hap SOA_270: Hap + Vis 0.0199 0.0299 0.666 >.999
SOA_270: Aud + Hap SOA_270: Vis + Vis 0.0363 0.0329 1.102 >.999

(table continues)
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Table B2 (continued)

Condition 1 Condition 2 Estimate SE z ratio p
SOA_270: Hap + Hap SOA_270: Vis + Hap 0.0009 0.0246 0.036 >.999
SOA_270: Hap + Hap SOA_270: Aud + Vis 0.0185 0.0283 0.654 >.999
SOA_270: Hap + Hap SOA_270: Hap + Vis 0.0269 0.0272 0.989 >.999
SOA_270: Hap + Hap SOA_270: Vis + Vis 0.0433 0.0312 1.389 .996
SOA_270: Vis + Hap SOA_270: Aud + Vis 0.0176 0.0285 0.619 >.999
SOA_270: Vis + Hap SOA_270: Hap + Vis 0.0260 0.0286 0.909 >.999
SOA_270: Vis + Hap SOA_270: Vis + Vis 0.0424 0.0304 1.395 .996
SOA_270: Aud + Vis SOA_270: Hap + Vis 0.0084 0.0274 0.306 >.999
SOA_270: Aud + Vis SOA_270: Vis + Vis 0.0248 0.0303 0.818 >.999
SOA_270: Hap + Vis SOA_270: Vis + Vis 0.0164 0.0305 0.537 >.999

. Comparisons across SOAs

= SOA_170: Aud + Aud SOA_270: Aud + Aud 0.4084 0.0276 14.822 <.001
z 5 SOA_170: Aud + Aud SOA_270: Hap + Aud 0.3501 0.0263 13.294 <.001
z L SOA_170: Aud + Aud SOA_270: Vis + Aud 0.3526 0.0277 12.714 <.001
S 9 SOA_170: Aud + Aud SOA_270: Aud + Hap 0.3588 0.0280 12.804 <.001
A = SOA_170: Aud + Aud SOA_270: Hap + Hap 0.3518 0.0274 12.822 <.001
B g SOA_170: Aud + Aud SOA_270: Vis + Hap 0.3527 0.0280 12.582 <.001
= g SOA_170: Aud + Aud SOA_270: Aud + Vis 0.3703 0.0278 13.325 <.001
3 'f SOA_170: Aud + Aud SOA_270: Hap + Vis 0.3787 0.0296 12.782 <.001
g 2 SOA_170: Aud + Aud SOA_270: Vis + Vis 0.3951 0.0318 12.424 <.001
g = SOA_270: Aud + Aud SOA_170: Hap + Aud —0.4149 0.0283 —14.665 <.001
S 9 SOA_270: Aud + Aud SOA_170: Vis + Aud —0.4002 0.0304 —13.155 <.001
S = SOA_270: Aud + Aud SOA_170: Aud + Hap —0.4070 0.0294 —13.845 <.001
§ =4 SOA_270: Aud + Aud SOA_170: Hap + Hap —0.4129 0.0295 —14.003 <.001
=2 SOA_270: Aud + Aud SOA_170: Vis + Hap —0.3893 0.0317 —12.269 <.001
§ 2 SOA_270: Aud + Aud SOA_170: Aud + Vis —0.3598 0.0322 -11.177 <.001
/’ : SOA_270: Aud + Aud SOA_170: Hap + Vis —0.3551 0.0309 —11.499 <.001
=3 SOA_270: Aud + Aud SOA_170: Vis + Vis —0.3854 0.0324 —11.885 <.001
B = SOA_170: Hap + Aud SOA_270: Hap + Aud 0.3566 0.0244 14.590 <.001
< = SOA_170: Hap + Aud SOA_270: Vis + Aud 0.3590 0.0273 13.165 <.001
< 9 SOA_170: Hap + Aud SOA_270: Aud + Hap 0.3653 0.0286 12.781 <.001
z = SOA_170: Hap + Aud SOA_270: Hap + Hap 0.3583 0.0257 13.932 <.001
= i SOA_170: Hap + Aud SOA_270: Vis + Hap 0.3592 0.0272 13.206 <.001
S 3 SOA_170: Hap + Aud SOA_270: Aud + Vis 0.3768 0.0286 13.170 <.001
Pl SOA_170: Hap + Aud SOA_270: Hap + Vis 0.3852 0.0275 13.999 <.001
23 SOA_170: Hap + Aud SOA_270: Vis + Vis 0.4016 0.0318 12.622 <.001
v O SOA_270: Hap + Aud SOA_170: Vis + Aud —0.3418 0.0278 —12.285 <.001
—: ; SOA_270: Hap + Aud SOA_170: Aud + Hap —0.3487 0.0280 —12.435 <.001
_—:' = SOA_270: Hap + Aud SOA_170: Hap + Hap —0.3545 0.0258 —-13.718 <.001
8 &£ SOA_270: Hap + Aud SOA_170: Vis + Hap —0.3310 0.0293 —11.280 <.001
_@ = SOA_270: Hap + Aud SOA_170: Aud + Vis —-0.3014 0.0311 -9.682 <.001
53 SOA_270: Hap + Aud SOA_170: Hap + Vis —0.2967 0.0270 —11.008 <.001
g Z SOA_270: Hap + Aud SOA_170: Vis + Vis —0.3270 0.0305 -10.737 <.001
2 —§ SOA_170: Vis + Aud SOA_270: Vis + Aud 0.3443 0.0276 12.454 <.001
g 8 SOA_170: Vis + Aud SOA_270: Aud + Hap 0.3505 0.0305 11.498 <.001
g % SOA_170: Vis + Aud SOA_270: Hap + Hap 0.3435 0.0294 11.703 <.001
3 SOA_170: Vis + Aud SOA_270: Vis + Hap 0.3444 0.0279 12.338 <.001
< o SOA_170: Vis + Aud SOA_270: Aud + Vis 0.3621 0.0304 11.900 <.001
2 = SOA_170: Vis + Aud SOA_270: Hap + Vis 0.3704 0.0309 12.006 <.001
=2 SOA_170: Vis + Aud SOA_270: Vis + Vis 0.3868 0.0322 12.016 <.001
= SOA_270: Vis + Aud SOA_170: Aud + Hap —0.3512 0.0294 —11.941 <.001
SOA_270: Vis + Aud SOA_170: Hap + Hap —0.3570 0.0285 —12.512 <.001
SOA_270: Vis + Aud SOA_170: Vis + Hap —0.3335 0.0292 —11.411 <.001
SOA_270: Vis + Aud SOA_170: Aud + Vis —0.3039 0.0324 -9.371 <.001
SOA_270: Vis + Aud SOA_170: Hap + Vis —0.2992 0.0295 —10.158 <.001
SOA_270: Vis + Aud SOA_170: Vis + Vis —0.3295 0.0303 —10.870 <.001
SOA_170: Aud + Hap SOA_270: Aud + Hap 0.3574 0.0248 14.438 <.001
SOA_170: Aud + Hap SOA_270: Hap + Hap 0.3504 0.0248 14.131 <.001
SOA_170: Aud + Hap SOA_270: Vis + Hap 0.3513 0.0249 14.105 <.001
SOA_170: Aud + Hap SOA_270: Aud + Vis 0.3689 0.0271 13.611 <.001
SOA_170: Aud + Hap SOA_270: Hap + Vis 0.3773 0.0286 13.187 <.001
SOA_170: Aud + Hap SOA_270: Vis + Vis 0.3937 0.0317 12.431 <.001
SOA_270: Aud + Hap SOA_170: Hap + Hap —0.3632 0.0254 —14.313 <.001
SOA_270: Aud + Hap SOA_170: Vis + Hap —0.3397 0.0276 —12.295 <.001
SOA_270: Aud + Hap SOA_170: Aud + Vis —0.3101 0.0299 -10.355 <.001
SOA_270: Aud + Hap SOA_170: Hap + Vis —0.3054 0.0286 —10.674 <.001

(table continues)
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Table B2 (continued)

Condition 1 Condition 2 Estimate SE z ratio p
SOA_270: Aud + Hap SOA_170: Vis + Vis —0.3357 0.0311 —10.787 <.001
SOA_170: Hap + Hap SOA_270: Hap + Hap 0.3562 0.0216 16.511 <.001
SOA_170: Hap + Hap SOA_270: Vis + Hap 0.3571 0.0235 15.205 <.001
SOA_170: Hap + Hap SOA_270: Aud + Vis 0.3747 0.0275 13.624 <.001
SOA_170: Hap + Hap SOA_270: Hap + Vis 0.3831 0.0265 14.448 <.001
SOA_170: Hap + Hap SOA_270: Vis + Vis 0.3995 0.0304 13.152 <.001
SOA_270: Hap + Hap SOA_170: Vis + Hap —0.3327 0.0260 —12.800 <.001
SOA_270: Hap + Hap SOA_170: Aud + Vis —0.3031 0.0302 —10.041 <.001
SOA_270: Hap + Hap SOA_170: Hap + Vis —0.2984 0.0257 —11.604 <.001
SOA_270: Hap + Hap SOA_170: Vis + Vis —0.3287 0.0289 —11.357 <.001
SOA_170: Vis + Hap SOA_270: Vis + Hap 0.3336 0.0247 13.526 <.001
SOA_170: Vis + Hap SOA_270: Aud + Vis 0.3512 0.0298 11.798 <.001
SOA_170: Vis + Hap SOA_270: Hap + Vis 0.3596 0.0300 11.989 <.001
SOA_170: Vis + Hap SOA_270: Vis + Vis 0.3760 0.0315 11.951 <.001
SOA_270: Vis + Hap SOA_170: Aud + Vis —0.3040 0.0303 —-10.021 <.001
SOA_270: Vis + Hap SOA_170: Hap + Vis —0.2993 0.0273 —10.984 <.001
SOA_270: Vis + Hap SOA_170: Vis + Vis —0.3296 0.0282 —11.699 <.001
SOA_170: Aud + Vis SOA_270: Aud + Vis 0.3216 0.0271 11.878 <.001
SOA_170: Aud + Vis SOA_270: Hap + Vis 0.3300 0.0293 11.258 <.001
SOA_170: Aud + Vis SOA_270: Vis + Vis 0.3464 0.0320 10.811 <.001
SOA_270: Aud + Vis SOA_170: Hap + Vis —0.3170 0.0257 —12.320 <.001
SOA_270: Aud + Vis SOA_170: Vis + Vis —0.3472 0.0283 —12.264 <.001
SOA_170: Hap + Vis SOA_270: Hap + Vis 0.3253 0.0252 12.919 <.001
SOA_170: Hap + Vis SOA_270: Vis + Vis 0.3417 0.0292 11.717 <.001
SOA_270: Hap + Vis SOA_170: Vis + Vis —0.3556 0.0283 —12.551 <.001
SOA_170: Vis + Vis SOA_270: Vis + Vis 0.3720 0.0296 12.585 <.001

Note.

See note under Table A2 for details. SOA = stimulus-onset asynchrony.

Figure B3
Mean Reaction Times in 18 Conditions (Experiment 3)

Word 2

|
SOA =170 ms SOA =270 ms
RT (ms) B Auditory
600 _{_ [] Haptic

500 % % N Vil

4001

300

Visual [ Visual |
Word 1

Note. Combinations of semantic modalities: Word 1 X Word 2. Whiskers represent standard errors.
Thicker inner frames indicate no-switch conditions. RT = reaction time; SOA = stimulus-onset
asynchrony. See the online article for the color version of this figure.

(Appendices continue)
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Discussion (Experiment 3)

Experiment 3 was meant to extend the method by considering the
neuroimaging evidence on the timing of word processing discussed
above (see Figure 1 of the main text). In Experiment 3, we
sequentially presented native speakers of German with two words of
the same versus different modalities with a varying time interval
between the onset of the two words (170 vs. 270 ms). Similarly to
Experiments 1 and 2, a lexical decision for both words at once was
required. However, contrary to our expectations, no MSE was found
within each of the two time intervals. It might be that Experiment 3
was simply too demanding to participants who only could see

Word 1 for 170 or 270 ms, and therefore, this difficulty overshadowed
any semantic effects that we aimed to find. Future research might
explore other paradigms controlling for presentation time (such as
self-paced reading) or examining processing time (such as eye
tracking), which do not impose too high processing demands on
participants.
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